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Abstract. In this paper, robust stability for linear systems with several uncertain (complex
and/or real) scalar parameters, is studied. A countable family of conditions sufficient for robust
stability is given, in terms of solvability of some simple linear matrix inequalities (LMIs). These
conditions are of increasing precision, and it is shown conversely that robust stability implies solv-
ability of these LMIs, from a certain rank and beyond. This result constitutes an extension of the
characterization by solvability of Lyapunov inequality, of the asymptotic stability for usual linear sys-
tems. It is based on the search of parameter-dependent quadratic Lyapunov functions, polynomial
of increasing degree in the parameters.
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1. Introduction. We study in this paper the robust asymptotic stability of
finite-dimensional linear systems subject to several scalar parametric uncertainties,
namely:

ẋ = A(z)x, z
def
= (z1, . . . , zm), A(z)

def
= A0 + z1A1 + · · · + zmAm , (1.1)

where the fixed matrices A0, A1, . . . , Am are elements of Cn×n. Here, the uncertain
scalar parameters zi may be complex or real numbers. In the latter case, for sake of
clarity, we shall rather write ri.

It is a well-known fact that asymptotic stability of system (1.1) without uncer-
tainty (z1 = · · · = zm = 0) is equivalent to existence of a hermitian matrix P ∈ C

n×n

such that

P > 0n, AH
0 P + PA0 < 0n .

This is the well-known Lyapunov inequality. This approach is related to the search for
a Lyapunov function of the form x(t)HPx(t), positive definite and decreasing along
the trajectories of ẋ = A0x.

This approach has been extended in different ways, in order to consider uncertain
systems (1.1). In the various existing variants, one usually considers a set of constant
systems, typically compact and convex: the task is to establish whether all the systems
in this set are asymptotically stable or not. Various types of parameter sets are in
consequence associated to (1.1), usually elliptic or polytopic. In the present paper,
we mainly face the case of constant, noncorrelated, parameters, with values in closed
unit balls of R or C. In other words, we wish to test the existence of a hermitian
matrix P (z) such that

P (z) > 0n, A(z)HP (z) + P (z)A(z) < 0n , (1.2)

for any z ∈ Cm with |zi| ≤ 1, zi ∈ R or C, i = 1, . . . , m. This problem appears as a
parameter-dependent LMI.
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This problem is decidable, but NP-hard. Indeed, it amounts to evaluate some
particular structured singular values [15, 47]. Generally speaking, computing and
approximating µ is a hard task [9, 40, 19], and the gap with its usual upper bound
is infinite [41, 38]. The more specific problem studied here may be seen equivalently
[10] as checking delay-independent stability [28, 29, 24] of a delay system, which has
been proved to be NP-hard too [39].

A first method to cope with uncertainty consists in looking for a simultaneous Lya-
punov function, i.e. for a constant hermitian positive definite P such that x(t)HPx(t)
decreases along the trajectories of (1.1), for any value of z in the convenient set;
see bibliography on quadratic stability in [8, pp. 72–73]. Subsequent developments
have led to consider parameter-dependent Lyapunov functions : sufficient conditions
for existence of affine parameter-dependent functions P (z) in (1.2) are provided in
[22, 18, 12, 34], and in [42, 43] for functions quadratic in the parameters. Methods
involving piecewise quadratic Lyapunov functions [44, 36] and LMIs with augmented
number of variables [23, 33] may also be found.

Another approach is based on the use of scaling or multiplier in an input/output
stability framework. The use of diagonal scaling (D-scaling) [15] permits to obtain
upper bound for µ, whereas DG-scaling [16] plays analogue role for real parametric
uncertainty. Contributions based on the larger class of LFT-scaling [1] and on mul-
tiplier technique [20] have provided less conservative results. Some results are based
on mixed methods [13, 21].

The contributions presented previously provide sufficient conditions for robust
stability of (1.1), that is for asymptotic stability for any value of the parameters
in the adequate set. However, they are far from being necessary and, due to their
conservatism, may fail to detect robust stability. On the other hand, they may be
checked easily. Indeed, most of them reduce to testing the solvability of LMI problems,
a standard convex optimization problem [8], achievable in polynomial-time. Efficient
interior-point methods have been developed and are available as toolboxes in widely-
spread control-oriented scientific softwares, such as Matlab or Scilab.

From a theoretical point of view, the connection between the two methods has
been enlightened by Iwasaki [25] and Iwasaki and Hara [27]. Both may be interpreted
as special cases of the quadratic separator, separating in an appropriate space a graph
associated to the “system” from a graph associated to the “perturbation”, here the
parameters. Roughly speaking, the previous results are obtained when looking for
such a separator with prespecified, “simple”, dependency, either with respect to the
frequency (frequency-dependent scaling matrix in µ-analysis), or to the parameters
(parameter-dependent Lyapunov functions). Clearly, taking small separator classes
yields gain in computational simplicity. On the other hand, increasing the separator
class size reduces the conservatism of the obtained criterion.

The existing exact methods of resolution of the problem are based on the use
of upper and lower bounds on (smaller and smaller) subdomains of the parameter
space, see [11, 3, 46]. Due to the computational complexity of the task, they lead to
prohibitive growth in computation cost with the problem size, at least in the worst
case. The main problem is to find an acceptable trade-off between precision and com-
putational burden.

The results in the present paper provide a systematic way for the use of parameter-
dependent Lyapunov functions and their related LMI criteria. The general principle
for their derivation may be explained as follows.
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First, the solution P (z) of the Lyapunov equation A(z)HP (z) + P (z)A(z) = −In

is analytic with respect to the vector of parameters z and its conjugate z̄ (this fact may

be checked from the explicit form P (z) =
∫ +∞

0
eA(z)HteA(z)t dt). This suggests that

for systems which are robustly stable, there always exists a parameter-dependent
Lyapunov function x(t)HP (z)x(t) with P fulfilling (1.2) which is polynomial with
respect to z, z̄. Basically, this comes from the the fact that one may truncate the
latter expansion, due to convergence uniform in z. One hence takes as new unknowns
of the problem a positive integer k, such that k − 1 represents the maximal power in
the variables z, z̄ of the polynomial P (z), plus the km coefficients themselves, which
are hermitian matrices of size n×n. Second, it turns out that the conditions that must
be verified by the previous coefficients (including the global condition of positivity of
P (z) for all z) may be transformed into a set of linear matrix inequalities in a total of
m+1 unknown hermitian matrices. The main tool for this operation is the application,
repeated m times, of the discrete-time Kalman-Yakubovich-Popov lemma.

This two-step procedure motivates the form of the results presented in the core
of the paper, which we now summarize. A family of LMIs is exhibited, indexed by
the positive integer k (roughly speaking, the degree in the z, z̄ of a solution of (1.2)),
and whose solvability implies robust stability of system (1.2). Also, it is shown that
solvability for rank k implies solvability for k′ ≥ k, so these sufficient conditions are
more and more precise (less and less conservative), as the degree of the polynomial
solution increases. A key issue is that a necessity property also holds, in the precise
sense that: if robust stability holds, then the corresponding LMIs are fulfilled from a
certain rank k and beyond. Thus, the conservatism vanishes asymptotically. Robust
stability of system (1.1) is hence characterized by solvability of LMI problems. The
originality of the proposed method is to associate to a sequence of increasing classes
of candidate parameter-dependent Lyapunov functions, whose existence for a precise
problem may be checked by solving a LMI, a completeness result, ensuring that robust
stability implies existence of a Lyapunov function in at least one of the classes. Related
idea for generation of parameter-dependent Lyapunov functions based on nonminimal
state is used in [26], without however insight into the necessity part.

The paper is organized as follows. In §2 are given some notations necessary to the
statement of the results. In §3 are stated the two results corresponding to m complex
parameters (Theorem 4.1) and m real parameters (Theorem 4.3). The mixed case
may be written down easily, and is not extensively developed here. In the sequel, we
provide as a straightforward consequence a result on robust stability of systems with
polytopic uncertainties (Corollary 4.4). A numerical example is presented further on,
in §5. Comments on the status of the results are given in §6. Complete proof of
Theorems 4.1 and 4.3 is given in §7. Last, concluding remarks are made in §8.

2. Notation. The matrices In, 0n, 0n×p are the n × n identity matrix and the
n×n and n×p zero matrices respectively. The symbol ⊗ denotes Kronecker product,
the power of Kronecker products being used with the natural meaning: M0⊗ = 1,

Mp⊗ def
= M (p−1)⊗ ⊗ M . Recall the important property that (A ⊗ B)(C ⊗ D) =

(AC⊗BD) for any matrices with compatible size. The spectrum of a square matrix M
is written σ(M), and applying the operation Re to this set, one denotes by Reσ(M)
the set {Re s : s ∈ σ(M)}: Re σ(M) < 0 thus means that M is Hurwitz. The spec-
tral radius of a square matrix M is written ρ(M). The conjugate and transconjugate
of M , are denoted MT and MH . N is the set of positive integers. By D is denoted
the closed unit ball in C. The unit circle is denoted as the boundary ∂D. By C+ is
meant the closed set of complex numbers with nonnegative real part. Last, the set of
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complex hermitian matrices of size n × n is denoted by Hn.

Let Ĵk, J̌k ∈ Rk×(k+1) be defined by

Ĵk
def
=
(

Ik 0k×1

)

, J̌k
def
=
(

0k×1 Ik

)

.

These matrices will prove essential for polynomial manipulation. In particular, a
key property is that, for u[k] ∈ Ck defined, for u ∈ C, by

u[k] def
=











1
u
...

uk−1











, (2.1)

one has

Ĵku[k+1] = u[k], J̌ku[k+1] = uu[k] . (2.2)

Also, we will use the fact that, for any k ∈ N,

ĴkJ̌k+1 = J̌kĴk+1 =
(

0k×1 Ik 0k×1

)

. (2.3)

Finally, one shows directly that, for any matrix M ∈ Cp×q, for any u ∈ C,

(u[k] ⊗ Ip)M = (Ik ⊗ M)(u[k] ⊗ Iq) . (2.4)

3. Polynomially parameter-dependent quadratic functions and their

evolution. In the study of system (1.1), a crucial role will be played here by the
search for parameter-dependent Lyapunov functions chosen within the following class.

Definition 3.1. We call polynomially parameter-dependent quadratic function
(PPDQ function for short) any quadratic function xHP (z)x on Cn such that

P (z)
def
= (z[k]

m ⊗ · · · ⊗ z
[k]
1 ⊗ In)HPk(z[k]

m ⊗ · · · ⊗ z
[k]
1 ⊗ In) , (3.1)

for a certain Pk ∈ Hkmn. The integer k− 1 is called the degree of the PPDQ function
P .

Notice that the expression (z
[k]
m ⊗· · ·⊗z

[k]
1 ) gathers in a column all the monomials

with degree at most k − 1 in each of the components of z.
The following auxiliary result provides the derivative of a PPDQ function along

the trajectories of (1.1).
Proposition 3.2. The derivative of the PPDQ function (3.1) of degree k − 1

along the trajectories of the system ẋ = A(z)x is a PPDQ function R(z) of degree k
given by

R(z)
def
= (z[k+1]

m ⊗ · · · ⊗ z
[k+1]
1 ⊗ In)HRk(z[k+1]

m ⊗ · · · ⊗ z
[k+1]
1 ⊗ In) , (3.2)

where Rk ∈ H(k+1)mn is defined as

Rk
def
=

(

(

Ĵm⊗
k ⊗ A0

)

+

m
∑

i=1

(

Ĵ
(m−i)⊗
k ⊗ J̌k ⊗ Ĵ

(i−1)⊗
k ⊗ Ai

)

)H

Pk

(

Ĵm⊗
k ⊗ In

)

+
(

Ĵm⊗
k ⊗ In

)T

Pk

(

(

Ĵm⊗
k ⊗ A0

)

+
m
∑

i=1

(

Ĵ
(m−i)⊗
k ⊗ J̌k ⊗ Ĵ

(i−1)⊗
k ⊗ Ai

)

)

(3.3)
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and depends linearly upon Pk ∈ Hkmn.
Proof of Proposition 3.2. Clearly, R(z) = A(z)HP (z)+P (z)A(z). As an example,

let us evaluate P (z)A(z). One has

P (z)A(z) = (z[k]
m ⊗ · · · ⊗ z

[k]
1 ⊗ In)HPk(z[k]

m ⊗ · · · ⊗ z
[k]
1 ⊗ In)A(z)

= (z[k]
m ⊗ · · · ⊗ z

[k]
1 ⊗ In)HPk(Ikm ⊗ A(z))(z[k]

m ⊗ · · · ⊗ z
[k]
1 ⊗ In)

(due to (2.4))

= (z[k]
m ⊗ · · · ⊗ z

[k]
1 ⊗ In)HPk

[

(Ikm ⊗ A0)(z
[k]
m ⊗ · · · ⊗ z

[k]
1 ⊗ In)

+(Ikm ⊗ A1)(z
[k]
m ⊗ · · · ⊗ z1z

[k]
1 ⊗ In) + . . . +(Ikm ⊗ Am)(zmz[k]

m ⊗ · · · ⊗ z
[k]
1 ⊗ In)

]

,

and the second term in (3.3) is obtained by repeated use of the two formulas in (2.2).

To study systems with real parameters ẋ = A(r)x, we use the change of variables
r = z+z̄

2 , which maps D
m

onto [−1; +1]m. It turns out that the formulas are of smaller
size when one is directly looking for a Lyapunov function parametrized by z and not
by r. The analogue of Proposition 3.2 for this case is given below, and its proof, using
the same techniques, is left to the reader:

Proposition 3.3. The derivative of the PPDQ function (3.1) of degree k − 1
along the trajectories of the system ẋ = A( z+z̄

2 )x is a PPDQ function R(z) of degree

k given as (3.2), where Rk ∈ H(k+1)mn is now defined by

Rk
def
=

1

2

 

“

Ĵ
m⊗

k ⊗ A0

”

+
m
X

i=1

“

Ĵ
(m−i)⊗
k ⊗ J̌k ⊗ Ĵ

(i−1)⊗
k ⊗ Ai

”

!H

Pk

“

Ĵ
m⊗

k ⊗ In

”

+
1

2

 

“

Ĵ
m⊗

k ⊗ A0

”H

Pk

“

Ĵ
m⊗

k ⊗ In

”

+

m
X

i=1

“

Ĵ
m⊗

k ⊗ Ai

”H

Pk

“

Ĵ
(m−i)⊗
k ⊗ J̌k ⊗ Ĵ

(i−1)⊗
k ⊗ In

”

!

+
1

2

“

Ĵ
m⊗

k ⊗ In

”T

Pk

 

“

Ĵ
m⊗

k ⊗ A0

”

+

m
X

i=1

“

Ĵ
(m−i)⊗
k ⊗ J̌k ⊗ Ĵ

(i−1)⊗
k ⊗ Ai

”

!

+
1

2

 

“

Ĵ
m⊗

k ⊗ In

”T

Pk

“

Ĵ
m⊗

k ⊗ A0

”

+

m
X

i=1

“

Ĵ
(m−i)⊗
k ⊗ J̌k ⊗ Ĵ

(i−1)⊗
k ⊗ In

”T

Pk

“

Ĵ
m⊗

k ⊗ Ai

”

!

(3.4)

and depends linearly upon Pk ∈ Hkmn.

4. Main results. We are now in a position to state the main results of the
paper.

Theorem 4.1 (Robust stability of systems with complex parameters). The fol-
lowing three properties are equivalent.

(i) The matrix A(z) in (1.1) is Hurwitz for any z ∈ D
m

.
(ii) There exists a PPDQ Lyapunov function xHP (z)x for the class of systems

ẋ = A(z)x with A(z) defined by (1.1), i.e. such that

∀z ∈ D
m

, P (z) > 0, R(z) < 0 ,

where R(z) is defined by (3.2), (3.3).
(iii) There exist a positive integer k and (m + 1) matrices

Pk ∈ Hkmn and Qk,i ∈ Hkm−i+1(k+1)i−1n, i = 1 . . . m ,
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which solve the following LMI:






































Pk > 0kmn ,

Rk +

m
∑

i=1

(

Ĵ
(m−i+1)⊗
k ⊗ I(k+1)i−1n

)T

Qk,i

(

Ĵ
(m−i+1)⊗
k ⊗ I(k+1)i−1n

)

−
m
∑

i=1

(

Ĵ
(m−i)⊗
k ⊗ J̌k ⊗ I(k+1)i−1n

)T

Qk,i

(

Ĵ
(m−i)⊗
k ⊗ J̌k ⊗ I(k+1)i−1n

)

< 0(k+1)mn ,

(LMIk)
with Rk = Rk(Pk) defined in (3.3).

Moreover, if (LMIk) with (3.3) is solvable for the index k, then it is also solvable
for all indices k′ ≥ k. Finally, if the matrices Ai, 0 ≤ i ≤ m, are real, then the
statement holds with real, symmetric, matrices Pk, Qk,i, 1 ≤ i ≤ m.

The proof of Theorem 4.1 is given in §7.1.
From Theorem 4.1, one deduces in particular that, for any positive integer k,

(LMIk) is solvable ⇒ (LMIk′ ) is solvable for k′ ≥ k

⇒ system (1.1) is robustly stable against any z ∈ D
m

. (4.1)

In other words, any of the conditions (LMIk) is sufficient for robust stability, and they
are more and more precise. Necessity of the condition is obtained asymptotically, for
large enough k.

The sufficiency result (4.1) is central, and turns out to be the “easy” part of
the proof. Before commenting further on Theorem 4.1, we provide indications on its
demonstration, leaving the details for the complete proof in §7.1.

Sketch of proof for (4.1). Left- and right-multiplication of the second inequality

in (LMIk) by (z
[k+1]
m ⊗· · ·⊗z

[k+1]
1 ⊗In) and its transconjugate yields R(z)+

∑m
i=1(1−

|zi|2)(z
[k]
m ⊗· · ·⊗z

[k]
i ⊗z

[k+1]
i−1 ⊗ . . . z

[k+1]
1 ⊗In)HQk,i(z

[k]
m ⊗· · ·⊗z

[k]
i ⊗z

[k+1]
i−1 ⊗ . . . z

[k+1]
1 ⊗

In) < 0n. Indeed, this is a direct consequence of (2.2). Thus, R(z) < 0n if |z1| =
· · · = |zm| = 1, so the matrix A(z) is Hurwitz for all z ∈ (∂D)m, and this may be
extended to the whole D

m
; see the details in §7.1.1. This proves that solvability of

(LMIk) is sufficient for robust stability.
To prove that solvability of (LMIk) implies solvability of (LMIk+1), one constructs

directly a new solution Pk+1, Qk+1,1, . . . , Qk+1,m, by taking

Pk+1
def
=

∑

Mi∈{Ĵk,J̌k}, i=1,...,m

(Mm ⊗ · · · ⊗ M1 ⊗ In)T Pk(Mm ⊗ · · · ⊗ M1 ⊗ In),

Qk+1,i
def
=

∑

Ml ∈ {Ĵk+1, J̌k+1}, l = 1, . . . , i − 1,

Ml ∈ {Ĵk, J̌k}, l = i, . . . , m

(Mm ⊗ · · · ⊗ M1 ⊗ In)T Qk,i(Mm ⊗ · · · ⊗ M1 ⊗ In),

for i = 1, . . . , m. One then shows that the matrix Rk+1 obtained from Pk+1 by formula
(3.3) verifies:

Rk+1
def
=

∑

Mi∈{Ĵk+1,J̌k+1}, i=1,...,m

(Mm ⊗ · · · ⊗ M1 ⊗ In)T Rk(Mm ⊗ · · · ⊗ M1 ⊗ In) .

As a matter of fact, one may show that this amounts to multiply P (z) and R(z) by
(1 + |z1|2) . . . (1 + |zm|2) in (ii). Based on properties (2.3), (2.4), the two inequalities
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of (LMIk+1) are then deduced from the inequalities of (LMIk), see details in §7.1.3
below.

Remark 4.2. Paradoxically, the positive definite PPDQ function xHP (z)x of
degree k − 1 formed from a solution of (LMIk) is not ensured to decrease along the
trajectories of the system. The argument developed above consisted in showing that
R(z) < 0n for z ∈ (∂D)m. As said before, this yields Hurwitzness of A(z) for z ∈
(∂D)m, which implies the same property in D

m
, basically by an analyticity result, see

§7.1.1. However, in general R(z) 6< 0n for z ∈ D
m

, unless Qk,i > 0km−i+1(k+1)i−1n

for all i = 1, . . . , m. In the case of a unique scalar uncertainty (m = 1), there is
no loss of generality to add this positivity condition on Qk,1 in the LMI, see [5]. We
conjecture that the same remains true for m > 1.

In the case m = 0, the problem (LMIk) simply states that: ∃P ∈ Hn, P > 0n,
AH

0 P + PA0 < 0n. For m = 1, one gets the following family of LMIs indexed by
k ∈ N: ∃Pk ∈ Hkn, Pk > 0kn, ∃Qk ∈ Hkn,

(Ĵk ⊗ A0)
HPk(Ĵk ⊗ In) + (J̌k ⊗ A1)

HPk(Ĵk ⊗ In)

+ (Ĵk ⊗ In)T Pk(Ĵk ⊗ A0) + (Ĵk ⊗ In)T Pk(J̌k ⊗ A1)

+ (Ĵk ⊗ In)T Qk(Ĵk ⊗ In) − (J̌k ⊗ In)T Qk(J̌k ⊗ In) < 0(k+1)n,

that is:

(

Ĵk ⊗ In

J̌k ⊗ In

)T (
(Ik ⊗ A0)

HPk + Pk(Ik ⊗ A0) + Qk Pk(Ik ⊗ A1)
(Ik ⊗ A1)

HPk −Qk

)(

Ĵk ⊗ In

J̌k ⊗ In

)

< 0(k+1)n .

(4.2)

For two parameters (m = 2), one obtains: ∃Pk ∈ Hk2n, Pk > 0k2n, ∃Qk,1 ∈ Hk2n,
∃Qk,2 ∈ Hk(k+1)n,

(Ĵ2⊗
k ⊗ A0)

HPk(Ĵ2⊗
k ⊗ In) + (Ĵ2⊗

k ⊗ In)T Pk(Ĵ2⊗
k ⊗ A0)

+ (Ĵk ⊗ J̌k ⊗ A1)
HPk(Ĵ2⊗

k ⊗ In) + (Ĵ2⊗
k ⊗ In)T Pk(Ĵk ⊗ J̌k ⊗ A1)

+ (J̌k ⊗ Ĵk ⊗ A2)
HPk(Ĵ2⊗

k ⊗ In) + (Ĵ2⊗
k ⊗ In)T Pk(J̌k ⊗ Ĵk ⊗ A2)

+ (Ĵ2⊗
k ⊗ In)T Qk,1(Ĵ

2⊗
k ⊗ In) − (Ĵk ⊗ J̌k ⊗ In)T Qk,1(Ĵk ⊗ J̌k ⊗ In)

+ (Ĵk ⊗ I(k+1)n)T Qk,2(Ĵk ⊗ I(k+1)n) − (J̌k ⊗ I(k+1)n)T Qk,2(J̌k ⊗ I(k+1)n)

< 0(k+1)2n ,

or again

0

@

Ĵk ⊗ Ĵk ⊗ In

Ĵk ⊗ J̌k ⊗ In

J̌k ⊗ Ĵk ⊗ In

1

A

T 0

@

(Ik2 ⊗ A0)
HPk + Pk(Ik2 ⊗ A0) + Qk,1 Pk(Ik2 ⊗ A1) Pk(Ik2 ⊗ A2)
(Ik2 ⊗ A1)

HPk −Qk,1 0k2n

(Ik2 ⊗ A2)
HPk 0k2n 0k2n

1

A

0

@

Ĵk ⊗ Ĵk ⊗ In

Ĵk ⊗ J̌k ⊗ In

J̌k ⊗ Ĵk ⊗ In

1

A

+

„

Ĵk ⊗ I(k+1)n

J̌k ⊗ I(k+1)n

«T „

Qk,2 0k(k+1)n

0k(k+1)n −Qk,2

«„

Ĵk ⊗ I(k+1)n

J̌k ⊗ I(k+1)n

«

< 0(k+1)2n . (4.3)

An interesting comparison may be made, concerning the simplest criterion, ob-
tained for k = 1. In the case m = 1, see (4.2), (LMI1) writes

P1 = PH
1 > 0, Q1,1 = QH

1,1,

(

AH
0 P1 + P1A0 + Q1,1 P1A1

AH
1 P1 −Q1,1

)

< 0 ,
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which matches the conditions for quadratic stability with D-scalings. For the case
m = 2 of two parameters, see (4.3), the inequalities are

P1 = PH
1 > 0, Q1,1 = QH

1,1, Q1,2 = QH
1,2,









AH
0 P1 + P1A0 + Q1,1 P1A1 P1A2 0n

AH
1 P1 −Q1,1 0n 0n

AH
2 P1 0n 0n 0n

0n 0n 0n 0n









+

(

Q1,2 02n

02n −Q1,2

)

< 0,

where here the size of Q1,2 is twice that of Q1,1. This is clearly less restrictive that
the conditions obtained with D-scalings, namely

P1 = PH
1 > 0, Q1,1 = QH

1,1, Q1,2 = QH
1,2,





AH
0 P1 + P1A0 + Q1,1 + Q1,2 P1A1 P1A2

AH
1 P1 −Q1,1 0n

AH
2 P1 0n −Q1,2



 < 0.

For larger values of m, (LMI1) is obtained by introduction of the remaining multipli-
ers Q1,i, along the same principles. The obtained conditions are related to, but less
conservative than, the ones obtained with D-scalings.

The result for systems with real parameters is analogous to Theorem 4.1:

Theorem 4.3 (Robust stability of systems with real parameters). The following
three properties are equivalent.

(i) The matrix A(r) in (1.1) is Hurwitz for any r ∈ [−1; +1]m.
(ii) There exists a PPDQ Lyapunov function xHP (r)x for the class of systems

ẋ = A(r)x with A(r) defined by (1.1), i.e. such that

∀r ∈ [−1; +1]m, P (r) > 0, R(r) < 0 ,

where R(r) is defined as in (3.2), with Rk given by (3.4).
(iii) There exist a positive integer k and (m + 1) matrices

Pk ∈ Hkmn and Qk,i ∈ Hkm−i+1(k+1)i−1n, i = 1 . . . m ,

which solve the (LMIk) with Rk = Rk(Pk) defined in (3.4).

Moreover, if (LMIk) with (3.4) is solvable for the index k, then it is also solvable
for all indices k′ ≥ k. Finally, if the matrices Ai, 0 ≤ i ≤ m, are real, then the
statement holds with real, symmetric, matrices Pk, Qk,i, 1 ≤ i ≤ m.

The proof of Theorem 4.3 is given in §7.2.

For m = 1 and m = 2 respectively, the two following families of LMIs are obtained:
∃Pk ∈ Hkn, Pk > 0kn, ∃Qk ∈ Hkn,

(Ĵk ⊗ A0)
HPk(Ĵk ⊗ In) + 1

2

(

(Ĵk ⊗ A1)
HPk(J̌k ⊗ In) + (J̌k ⊗ A1)

HPk(Ĵk ⊗ In)
)

+ (Ĵk ⊗ In)T Pk(Ĵk ⊗ A0) + 1
2

(

(J̌k ⊗ In)T Pk(Ĵk ⊗ A1) + (Ĵk ⊗ In)T Pk(J̌k ⊗ A1)
)

+ (Ĵk ⊗ In)T Qk(Ĵk ⊗ In) − (J̌k ⊗ In)T Qk(J̌k ⊗ In) < 0(k+1)n ,
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and: ∃Pk ∈ Hk2n, Pk > 0k2n, ∃Qk,1 ∈ Hk2n, ∃Qk,2 ∈ Hk(k+1)n,

(Ĵ2⊗
k ⊗ A0)

HPk(Ĵ2⊗
k ⊗ In) + (Ĵ2⊗

k ⊗ In)T Pk(Ĵ2⊗
k ⊗ A0)

+ 1
2

(

(Ĵ2⊗
k ⊗ A1)

HPk(Ĵk ⊗ J̌k ⊗ In) + (Ĵk ⊗ J̌k ⊗ A1)
HPk(Ĵ2⊗

k ⊗ In)
)

+ 1
2

(

(Ĵ2⊗
k ⊗ A2)

HPk(J̌k ⊗ Ĵk ⊗ In) + (J̌k ⊗ Ĵk ⊗ A2)
HPk(Ĵ2⊗

k ⊗ In)
)

+ 1
2

(

(Ĵk ⊗ J̌k ⊗ In)T Pk(Ĵ2⊗
k ⊗ A1) + (Ĵ2⊗

k ⊗ In)T Pk(Ĵk ⊗ J̌k ⊗ A1)
)

+ 1
2

(

(J̌k ⊗ Ĵk ⊗ In)T Pk(Ĵ2⊗
k ⊗ A2) + (Ĵ2⊗

k ⊗ In)T Pk(J̌k ⊗ Ĵk ⊗ A2)
)

+ (Ĵ2⊗
k ⊗ In)T Qk,1(Ĵ

2⊗
k ⊗ In) − (Ĵk ⊗ J̌k ⊗ In)T Qk,1(Ĵk ⊗ J̌k ⊗ In)

+(Ĵk⊗I(k+1)n)T Qk,2(Ĵk⊗I(k+1)n)−(J̌k ⊗I(k+1)n)T Qk,2(J̌k⊗I(k+1)n) < 0(k+1)2n .

Forms similar to (4.2) and (4.3) may be obtained. For k = 1, m = 1, one gets for
the LMI defined in Theorem 4.3:

P1 = PH
1 > 0, Q1,1 = QH

1,1,

(

AH
0 P1 + P1A0 + Q1,1

1
2 (AH

1 P1 + P1A1)
1
2 (AH

1 P1 + P1A1) −Q1,1

)

< 0 ,

to be compared to the condition obtained by DG-scaling:

P1 = PH
1 > 0, D = DH , G + GH = 0,

(

AH
0 P1 + P1A0 + D P1A1 + G
AH

1 P1 + GH −D

)

< 0 .

One may verify that there is no loss of generality to take G = 1
2 (AH

1 P1 − P1A1) in
the latter inequality, so the two criteria are equivalent. The formulas for larger m are
obtained similarly to the complex case, they provide also tighter sufficient conditions
than the ones based on DG-scaling.

Theorems 4.1 and 4.3 are easily adapted to treat the mixed complex/real case.
The result is not stated completely here, for sake of space. As an example, for stability
analysis of A0 + zA1 + rA2, for a complex parameter z and a real parameter r, both
of norm less or equal than 1, the criterion is based on the following family of LMIs:
∃Pk ∈ Hk2n, Pk > 0k2n, ∃Qk,1 ∈ Hk2n, ∃Qk,2 ∈ Hk(k+1)n,

(Ĵ2⊗
k ⊗ A0)

HPk(Ĵ2⊗
k ⊗ In) + (Ĵk ⊗ J̌k ⊗ A1)

HPk(Ĵ2⊗
k ⊗ In)

+ 1
2

(

(Ĵ2⊗
k ⊗ A2)

HPk(J̌k ⊗ Ĵk ⊗ In) + (J̌k ⊗ Ĵk ⊗ A2)
HPk(Ĵ2⊗

k ⊗ In)
)

+ (Ĵ2⊗
k ⊗ In)T Pk(Ĵ2⊗

k ⊗ A0) + (Ĵ2⊗
k ⊗ In)T Pk(Ĵk ⊗ J̌k ⊗ A1)

+ 1
2

(

(J̌k ⊗ Ĵk ⊗ In)T Pk(Ĵ2⊗
k ⊗ A2) + (Ĵ2⊗

k ⊗ In)T Pk(J̌k ⊗ Ĵk ⊗ A2)
)

+ (Ĵ2⊗
k ⊗ In)T Qk,1(Ĵ

2⊗
k ⊗ In) − (Ĵk ⊗ J̌k ⊗ In)T Qk,1(Ĵk ⊗ J̌k ⊗ In)

+(Ĵk⊗I(k+1)n)T Qk,2(Ĵk⊗I(k+1)n)−(J̌k ⊗I(k+1)n)T Qk,2(J̌k⊗I(k+1)n) < 0(k+1)2n .

The robust stability of a polytope of matrices is now addressed, by reduction to the
problems solved in Theorem 4.3. Consider, for m + 1 fixed matrices B1, . . . , Bm+1 ∈
Cn×n, the class of systems

ẋ = B(β)x, β
def
= (β0, β1, . . . , βm), B(β)

def
= β0B0 + β1B1 + . . . βmBm . (4.4)



10 PIERRE-ALEXANDRE BLIMAN

Define the polytope Pm+1 def
= {β ∈ Rm+1 : βi ≥ 0, β0 + · · · + βm = 1}.

Corollary 4.4 (Robust stability of real convex polytopic systems). The follow-
ing three properties are equivalent.

(i) The matrix B(β) in (4.4) is Hurwitz for any β ∈ Pm+1.
(ii) There exists m + 1 PPDQ functions xHPi(β)x, i = 0, . . . , m such that

∀β ∈ P
m+1,

Pi(β) > 0, i = 0, . . . , m,

B(β)HParg max βi
(β) + Parg max βi

(β)B(β) < 0 .

(iii) For each value of i = 0, . . . , m, there exists a positive integer k for which
(LMIk) with Rk defined in (3.4) is solvable, with

A0
def
= Bi +

1

2

m
∑

j=0,j 6=i

Bj , {A1, . . . , Am} =

{

1

2
Bj : j 6= i

}

. (4.5)

Proof of Corollary 4.4. Let for example max0≤i≤m βi = β0 > 0, write

B(β) = β0

(

B0 +
1

2

m
∑

i=1

Bi +
1

2

m
∑

i=1

(

2
βi

β0
− 1

)

Bi

)

.

Remark that the map [0; +1] → [−1; +1], u 7→ 2u − 1 is one-to-one. For any fixed
value of i = arg maxβj (take any value if the maximum is attained for more than
one index), property (i) is thus equivalent to robust stability of ẋ = A(r)x with the
definition of A0, A1, . . . , Am given in (4.5), and it is possible to apply Theorem 4.3.
For any fixed i = argmax βj , a PPDQ Lyapunov function is found as a function of

rj
def
= −1+2βj/ maxβi, j 6= i, and may be expressed with respect to βj after adequate

change of the coefficients.

Application of Theorem 4.3 thus provides for this problem too a family of sufficient
conditions for robust stability, whose conservatism vanishes asymptotically: m + 1
families of LMIs are found, such that robust stability of (4.4) is equivalent to the
solvability of at least one LMI in each family. Clearly, this approach amounts to the
search for a piecewise PPDQ Lyapunov function, chosen, in m + 1 quadrants of the
parameter space, according to the value of max βi.

5. Numerical example. Consider the following example. Let n = 3,

A0 =





−12 −7 7
−11 −13 −5
−2 9 −8



 , A1 =





0 1 0
1 0 2
0 3 0



 , A2 =





1 2 0
−3 −1 0
−1 0 0



 .
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We evaluate the following robustness margins:

αzz
def
= sup

(z1,z2)∈D
2

Reσ(A0 + z1A1 + z2A2),

αzr
def
= sup

(z,r)∈D×[−1;+1]

Re σ(A0 + zA1 + rA2),

αrz
def
= sup

(r,z)∈[−1;+1]×D

Re σ(A0 + rA1 + zA2),

αz
def
= sup

z∈D

Reσ(A0 + z(A1 + A2)),

αrr
def
= sup

(r1,r2)∈[−1;+1]2
Re σ(A0 + r1A1 + r2A2),

αr
def
= sup

r∈[−1;+1]

Re σ(A0 + r(A1 + A2)) .

Clearly, the latter quantities are linked by the inequalities:

αzz ≥ αzr, αrz ≥ αrr ≥ αr, and αzz ≥ αz ≥ αr . (5.1)

We use the previously presented LMIs to find, for each uncertainty structure, the
least real number α such that A(z) − αIn is robustly stable. For each integer k and
for each value of α, a convex problem is solved, but the problem is not jointly convex
in the four unknowns Pk, Qk,1, Qk,2 and α, so a bisection process is achieved.

The computations presented here have been performed using the package lmitool
of the free software Scilab. The successive (upper) estimates of the robustness mar-
gins, according to the value of k, are given in Table 5.1. Between parentheses is given
the CPU time necessary for the solution of the LMIs (for the corresponding values of
α and k), measured on a computer equipped with a Pentium III 800MHz.

αzz αzr αrz

k = 1 -2.42 (0.2s) -3.17 (0.2s) -2.42 (0.19s)
k = 2 -3.87 (7.63s) -4.57 (9.73s) -4.46 (7.84s)

αz αrr αr

k = 1 -3.24 (0.06s) -3.17 (0.2s) -3.24 (0.07s)
k = 2 -4.14 (0.23s) -5.24 (10.1s) -5.39 (0.26s)
k = 3 -5.41 (0.65s)

Table 5.1
Succesive estimates of the margins and corresponding CPU times.

The values are compared to those obtained by checking directly the robust sta-
bility by means of gridding of the parameter space, which are presented in Table 5.2.
Due to the small size of the problem, small computation times are required.

One verifies that, for each margin, the successive estimates are nonincreasing
functions of k, and that the inequalities corresponding to (5.1) are fulfilled for any
value of k. In the present case, the tests achieved for k = 2 provide these true values
up to three digits, except for αr (k = 3).

In principle, the previous numbers may also be determined using the fact that

αzz = inf {α ∈ R : ∀ω ∈ R, ∀α′ ∈ (α; +∞), µ∆(G(jω + α′)) < 1} ,



12 PIERRE-ALEXANDRE BLIMAN

Number of nodes
in parameter space αzz αzr αrz

10×10 -3.93 (0.02s) -4.63 (0.02s) -4.48 (0.02s)
100×100 -3.88 (1.67s) -4.57 (1.68s) -4.47 (1.66s)

αz αrr αr

10×10 -4.15 (0.01s) -5.24 (0.01s) -5.42 (0.01s)
100×100 -4.15 (0.02s) -5.24 (0.84s) -5.42 (0.01s)

Table 5.2
Succesive estimates of the margins by gridding and corresponding CPU times.

where G(s)
def
=

(

In

In

)

(

sIn − A0

)−1 (
A1 A2

)

, and for the uncertainty structure ∆ =

{diag{z1In; z2In} : zi ∈ C}. Similar formulas hold for the other margins. Define the
constants

α
def
= inf {α ∈ R : ∀ω ∈ R, ∀α′ ∈ (α; +∞), σ(G(jω + α′)) < 1} ,

αzz
def
= inf {α ∈ R : ∀ω ∈ R, ∀α′ ∈ (α; +∞), ν∆(G(jω + α′)) < 1} ,

where ∆ is the same set than above, and σ and ν∆ denote respectively the largest
singular value and the usual upper bound of µ∆ [16]. Based on the properties of ν∆

[16], one has αzz ≤ αzz ≤ α. The results of the estimation of the previous constants,
based on the underlying LMI problems, are summarized in Table 5.3. As before,
between parentheses is indicated the CPU time necessary to check that, for a fixed
value of α, σ(G(jω + α)) < 1 (respectively ν∆(G(jω + α)) < 1) for a discretized
sample of frequencies ω on the real axis. Tighter discretization, not reproduced here,
shows that the values obtained for 1000 gridding points are the true values of the
extrema α and αzz . Recall that the estimate αzz obtained by use of Theorem 4.1 for

Number of nodes α αzz

in frequency domain

100 -0.241 (0.43s) -1.30 (0.84s)
1000 -0.151 (5.22s) -1.21 (7.96s)

Table 5.3
Succesive estimates of the margins upper bounds and corresponding CPU times.

k = 2 is exact (up to the precision considered), while α and αzz provide conservative
robust stability margins. For this simple example, the gain in precision is clear, for
comparable computation time.

6. Comments on the results. The results stated in §4 permit a systematic ap-
proach to the study of parameter-dependent quadratic Lyapunov functions for robust
stability: a class of candidate Lyapunov functions is exhibited (given in Definition
3.1), rich enough to characterize robust stability, but structured enough to permit
the use of LMI tests. In our opinion, this offers a useful insight into the powerfulness
of quadratic Lyapunov functions for stability analysis. Similarly, it provides informa-
tion on the kind of problems solvable by LMIs: the issue of robust stability analysis
is located “on the boundary” of these problems, as it may be relaxed with arbitrary
precision into a standard LMI, obtained explicitly. In this sense, the results given here
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constitute an attempt to investigate in more detail the abilities of the LMIs, which
have become, in the last decade, a unifying framework for expressing and solving
many problems in control theory.

We believe that, beyond their theoretical interest, the proposed results may offer
attractive numerical alternatives for robust stability analysis, at least for problems of
low order. The construction of the LMIs involved is reasonably simple, using only
elementary algebraic operations. For a given value of k, their complexity is polynomial
with respect to the dimension n of the matrices, and exponential with respect to the
number m of scalar parameters. More precisely, the total number of scalar elements of
the unknowns Pk, Qk,1, . . . , Qk,m in (LMIk) is 1

2 [kmn(km + 1) +
∑

1≤i≤m km−i+1(k +

1)i−1(km−i+1(k +1)i−1 +1)], which is equivalent to m+1
2 k2mn2 when k → +∞, while

the number of rows of the inequalities involved is [km + (k + 1)m]n, which is of the
order of 2kmn when k → +∞.

A quantitative evaluation of the relationship between the size of k and the pre-
cision of the criteria, should be considered as a natural next step in forthcoming
research. In the general case, however, when no special matrix structure exists for
the system under study, the growth of the value of k needed to check robust stability
of a system cannot be polynomial in the worst case. The effective use of large values
of k hinges upon the possibility of intensive computation and use of large memory.

The method for robust stability analysis proposed here may be compared to the
one consisting in checking stability in every node of a grid of the parameter space.
Both methods are able to provide less and less conservative criteria — when the dis-
cretization step goes to zero, or when the degree, with respect to the parameters, of the
underlying parameter-dependent Lyapunov function goes to infinity. Both methods
are exact, in the sense that they provide asymptotically arbitrarily precise estimates of
the true stability margins. The gridding method, however, offers successive (less and
less) optimistic estimates, whereas the other one provides (less and less) pessimistic
indications, usually more useful in practice.

Also, both methods are, in the present state of knowledge, computationally unde-
cidable: no information is known on the size of the least k, if any, for which the LMIs
are solvable (in other words, of the largest k which is necessary to test numerically to
decide whether the system is robustly stable or not). This is an important question,
both from theoretical and practical point of view. Some numerical experiments (see
§5) indicate that small values of k often yield correct answers.

Finally, recall that ensuring robust stability analysis is equivalent to checking that
a certain structured singular value is less than 1. In consequence, the results presented
above may be as well seen as providing a family of more and more precise upper bounds
for these special-structured singular values. In a future work, the extension of this
to the general case of structured singular values with repeated scalar blocks will be
investigated. Indeed, it may be reasonable to employ these new upper bounds in a
branch and bound algorithm [3], in place of the usual ones.

Alternatively, in the case of real parameters, a possible way to consider problems
of larger size rests in the combination of decomposition of the parameter domain
and resolution on each subdomain by use of low-order test. This should permit to
find a compromise between the number of independent LMIs to be solved (equal to
the number of subdivisions) and the computational complexity (due to high degree
of the underlying parameter-dependent Lyapunov functions). When coupled with
decomposition in the parameter space, one may expect a better fit of the proposed
method than the direct use of Theorems 4.1 and 4.3, at least for problems of medium
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size.

7. Proofs. The following decomposition of the matrix Ĵk defined in §2 will be
used

Ĵk =
(

Ik 0k×1

)

=
(

fk Fk

)

,

where

fk
def
=

(

1
0(k−1)×1

)

, Fk
def
=

(

01×(k−1) 0
Ik−1 0(k−1)×1

)

. (7.1)

The size of the previous matrices is fk : k × 1, Fk : k × k, and the spectrum of Fk is
{0}. Simple computation shows that, for any z ∈ C, (Ik − zFk)z[k] = fk, that is

(Ik − zFk)−1fk = z[k] . (7.2)

Another useful property is the fact that, for any i ∈ N, 0 ≤ i ≤ k − 1,

F iT
k z[k] =

(

0(k−i)×i Ik−i

0i 0i×(k−i)

)(

z[i]

ziz[k−i]

)

= zi

(

z[k−i]

0i×1

)

. (7.3)

7.1. Proof of Theorem 4.1. We now prove Theorem 4.1. The proof of the
equivalence between the properties (i), (ii) and (iii) consists of three main stages, that
we now present, and which are detailed below in §§7.1.1 to 7.1.3.

1st stage. We detail here the ideas given in the Sketch of proof of formula (4.1).
We show that the computations proposed there permit to establish that solvability
of (LMIk) implies solvability of (1.2) for all z ∈ (∂D)m. It remains to show that this
implies however Hurwitzness of A(z) for any z in the whole set D

m
. This gives the

implication (iii) ⇒ (i).
2nd stage. The 2nd step establishes that the robust stability property (i) implies

that the parameter-dependent Lyapunov inequality (1.2) admits a solution P (z) of the
form (3.1), for a certain k ∈ N, with Pk positive definite. For this, one shows essentially
that the associated Lyapunov equation A(z)HP (z) + P (z)A(z) = −In admits as a
solution an infinite sum of powers of z, z̄, converging uniformly in D

m
. It then suffices

to truncate this expansion to obtain a polynomial solution (of unknown degree) to
inequality (1.2). The corresponding coefficient matrix Pk is positive semidefinite by
construction, and some more work is necessary to obtain an expression with a positive
definite matrix. This gap is filled in in Lemma 7.1. As a by-product, the implication
(i) ⇒ (ii) is obtained here.

3rd stage. At this point, (i) has been shown to imply existence, for large enough
k, of a certain Pk > 0 such that R(z) given by (3.2), (3.3) is negative definite for any
z ∈ D

m
. The next step (Lemma 7.2) is the key part of the necessity proof. It consists

in showing that R(z) < 0 for all z ∈ (∂D)m if and only if the second inequality in
(LMIk) holds. This is done by applying recursively D-scaling with respect to each
of the parameter zi. At each step, a new matrix, depending upon the remaining
parameters zi+1, . . . , zm, is introduced. The latter may be assumed polynomial in
the previous parameters and their conjugates (this is deduced from a general result
on existence of polynomial solutions to parameter-dependent LMIs, Theorem 7.3),
with coefficients defined by a constant matrix, which is precisely the variable Qk,i

of (LMIk). The transformation carried out by this procedure is not restrictive, as
the scaling technique (the Kalman-Yakubovich-Popov lemma, recalled in Appendix



A CONVEX APPROACH TO ROBUST STABILITY 15

A) is lossless for one complex parameter. This yields the implication (ii) ⇒ (iii).
Incidentally, we prove at this stage that the solvability of (LMIk) implies the same
property for largest indices.

When the coefficients are real, then the polynomial solutions exhibited above are
easily proved to be real too, basically due to the remark on realness given after the
version of Kalman-Yakubovich-Popov lemma recalled in Appendix A.

7.1.1. First stage. Suppose (LMIk) holds. As suggested in the Sketch of proof

of formula (4.1), left- and right-multiplication of its second inequality by (z
[k+1]
m ⊗

· · ·⊗z
[k+1]
1 ⊗In) and its transconjugate yields R(z)+

∑m
i=1(1−|zi|2)(z

[k]
m ⊗· · ·⊗z

[k]
i ⊗

z
[k+1]
i−1 ⊗ . . . z

[k+1]
1 ⊗ In)HQk,i(z

[k]
m ⊗ · · · ⊗ z

[k]
i ⊗ z

[k+1]
i−1 ⊗ . . . z

[k+1]
1 ⊗ In) < 0n. Indeed,

this comes directly from the fact that, due to (2.2), for any i = 1, . . . , m,

(

Ĵ
(m−i+1)⊗
k ⊗ I(k+1)i−1n

)

(z[k+1]
m ⊗ · · · ⊗ z

[k+1]
1 ⊗ In)

= (z[k]
m ⊗ · · · ⊗ z

[k]
i ⊗ z

[k+1]
i−1 ⊗ . . . z

[k+1]
1 ⊗ In),

(

Ĵ
(m−i)⊗
k ⊗ J̌k ⊗ I(k+1)i−1n

)

(z[k+1]
m ⊗ · · · ⊗ z

[k+1]
1 ⊗ In)

= zi(z
[k]
m ⊗ · · · ⊗ z

[k]
i ⊗ z

[k+1]
i−1 ⊗ . . . z

[k+1]
1 ⊗ In).

Thus, R(z) < 0n if |z1| = · · · = |zm| = 1, so the matrix A(z) is Hurwitz for all
z ∈ (∂D)m.

The remaining argument is based on a subharmonicity and continuity argument.
Using the fact that the map C+ ∪{∞} → D, sz 7→ (1− sz)/(1+ sz) is one-to-one, one
proves [7] that

max
z∈D

m
ρ(eA(z)) = sup

s∈C+
m

ρ(eA0+(1−s1)/(1+s1)A1+···+(1−sm)/(1+sm)Am)

= sup
s∈(jR)m

ρ(eA0+(1−s1)/(1+s1)A1+···+(1−sm)/(1+sm)Am)

= max
z∈(∂D)m

ρ(eA(z)).

As a consequence, if all the matrices A(z) are Hurwitz for z ∈ (∂D)m, then the
previous expression is less than 1, and the same property holds on the whole D

m
.

This shows that (iii) implies (i).

7.1.2. Second stage. Property (i) implies solvability of (1.2) for each z ∈ D
m

,
which, as is well-known, is equivalent [30] to the solvability of the (Lyapunov) equation

P (z) > 0n, A(z)HP (z) + P (z)A(z) = −In . (7.4)

Now, when (i) holds, the latter has a solution analytic in z, z̄ in D
m

. Indeed, when
A(z) is Hurwitz, the explicit form of the solution of (7.4) is given by

P (z) =

∫ +∞

0

eA(z)HteA(z)t dt .

When A(z) is Hurwitz for any z in the compact set D
m

, the convergence of this
integral in t = +∞ is uniform with respect to z, so there exists T > 0 independent of
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z, such that P (z) defined now by

P (z) =

∫ T

0

eA(z)HteA(z)t dt (7.5)

is positive definite and solves inequality (1.2) in D
m

.
Expanding the integrand in powers of the zi, z̄i, 1 ≤ i ≤ m, and interverting the

sum and the integral, one exhibits an expansion of P (z) in powers of z, z̄, converging
uniformly for (z, t) ∈ D

m
× [0; T ]. More precisely, let Mk : [0; T ] → Cn×kmn be such

that Mk(t)(z
[k]
m ⊗ · · · ⊗ z

[k]
1 ⊗ In) represents the terms of degree less than k in each of

the zi in the expansion of eA(z)t. Then,
∫ T

0

eA(z)HteA(z)t dt = lim
k→+∞

(z[k]
m ⊗ · · · ⊗ z

[k]
1 ⊗ In)H P̃k(z[k]

m ⊗ · · · ⊗ z
[k]
1 ⊗ In) (7.6)

with uniform convergence in D
m

, where P̃k ∈ Hkmn is defined by

P̃k
def
=

∫ T

0

Mk(t)HMk(t) dt ≥ 0 . (7.7)

Now, this implies that, for large enough k, (z
[k]
m ⊗ · · · ⊗ z

[k]
1 ⊗ In)H P̃k(z

[k]
m ⊗ · · · ⊗

z
[k]
1 ⊗ In) solves inequality (1.2) in D

m
. This provides a PPDQ Lyapunov function

for (1.1), but not the desired one, as the matrices P̃k are only positive semidefinite
(except P̃1 = P (0), which is positive definite).

Let instead, for the matrix Fk defined in (7.1),

Pk
def
=

k−1
∑

i1,...,im=0

(F im

k ⊗ · · · ⊗ F i1
k ⊗ In)P̃k(F im

k ⊗ · · · ⊗ F i1
k ⊗ In)T . (7.8)

Lemma 7.1. The matrix Pk ∈ Hkmn defined in (7.8) is positive definite and, for

large enough k ∈ N, (z
[k]
m ⊗ · · · ⊗ z

[k]
1 ⊗ In)HPk(z

[k]
m ⊗ · · · ⊗ z

[k]
1 ⊗ In) solves (1.2) in

D
m

.
Proof. • We begin by the positivity property. Note first that Pk ≥ 0, because

P̃k ≥ 0. Let u ∈ Ckmn such that uHPku = 0, let us establish that this implies
u = 0. In view of (7.8), and thanks to the fact that P̃k ≥ 0, this implies that:
∀ 0 ≤ i1, . . . , im ≤ k − 1,

uH(F im

k ⊗ · · · ⊗ F i1
k ⊗ In)P̃k(F im

k ⊗ · · · ⊗ F i1
k ⊗ In)T u = 0. (7.9)

First, notice that for any integer i, k, i ≤ k, all the terms of degree less than k− i

in eA(z)t, whose total sum is Mk−i(t)(z
[k−i]
m ⊗ · · · ⊗ z

[k−i]
1 ⊗ In) by definition, are also

present in Mk(t)(z
[k]
m ⊗ · · · ⊗ z

[k]
1 ⊗ In). At the level of the matrices P̃k, this property

reads as

P̃k−i =

((

Ik−i

0i×(k−i)

)

⊗ · · · ⊗

(

Ik−i

0i×(k−i)

)

⊗ In

)T

P̃k

((

Ik−i

0i×(k−i)

)

⊗ · · · ⊗

(

Ik−i

0i×(k−i)

)

⊗ In

)

.

(7.10)

Indeed, for z ∈ C,

(

Ik−i

0i×(k−i)

)

z[k−i] is equal to z[k], except for the terms of degree

larger than k − i − 1, which are replaced by zero. Remark also that, for i′ ≤ i ≤ k,

F iT
k =

(

0(k−i)×i Ik−i

0i 0i×(k−i)

)

=

(

Ik−i′

0i′×(k−i′)

)(

0(k−i)×i Ik−i

0(i−i′)×i 0(i−i′)×(k−i)

)

. (7.11)
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Putting now i1 = · · · = im = k − 1 in (7.9) and using identity (7.11) with
i = i′ = k − 1 and (7.10), one deduces first that

∥

∥

∥P̃
1/2
1

((

01×(k−1) 1
)

⊗ · · · ⊗
(

01×(k−1) 1
)

⊗ In

)

u
∥

∥

∥

2

= 0 ,

i.e., as P̃1 > 0,

((

01×(k−1) 1
)

⊗ · · · ⊗
(

01×(k−1) 1
)

⊗ In

)

u = 0 . (7.12)

Taking then i1 = k − 2, i2 = · · · = im = k − 1 in (7.9), using (7.11) with
i = i′ = k − 2 and i′ = k − 2, i = k − 1, and then (7.10), yields

∥

∥

∥

∥

P̃
1/2
2

(

(

02×(k−2) I2

)

⊗

(

01×(k−1) 1
01×(k−1) 0

)

⊗ · · · ⊗

(

01×(k−1) 1
01×(k−1) 0

)

⊗ In

)

u

∥

∥

∥

∥

2

= 0 .

Now,

P̃
1/2
2

(

(

02×(k−2) I2

)

⊗

(

01×(k−1) 1
01×(k−1) 0

)

⊗ · · · ⊗

(

01×(k−1) 1
01×(k−1) 0

)

⊗ In

)

u

= P̃
1/2
2

((

01×(k−2) 1 0
01×(k−2) 0 0

)

⊗

(

01×(k−1) 1
01×(k−1) 0

)

⊗ · · · ⊗

(

01×(k−1) 1
01×(k−1) 0

)

⊗ In

)

u

+ P̃
1/2
2

((

01×(k−1) 0
01×(k−1) 1

)

⊗

(

01×(k−1) 1
01×(k−1) 0

)

⊗ · · · ⊗

(

01×(k−1) 1
01×(k−1) 0

)

⊗ In

)

u

(by linearity)

= P̃
1/2
2

((

01×(k−2) 1 0
01×(k−2) 0 0

)

⊗

(

01×(k−1) 1
01×(k−1) 0

)

⊗ · · · ⊗

(

01×(k−1) 1
01×(k−1) 0

)

⊗ In

)

u

(due to (7.12)) ,

and, thanks to (7.10),

∥

∥

∥

∥

P̃
1/2
2

((

01×(k−2) 1 0
01×(k−2) 0 0

)

⊗

(

01×(k−1) 1
01×(k−1) 0

)

⊗ · · · ⊗

(

01×(k−1) 1
01×(k−1) 0

)

⊗ In

)

u

∥

∥

∥

∥

=
∥

∥

∥P̃
1/2
1

((

01×(k−2) 1 0
)

⊗
(

01×(k−1) 1
)

⊗ · · · ⊗
(

01×(k−1) 1
)

⊗ In

)

u
∥

∥

∥ .

The last term is thus null, due as before to definiteness of P̃1, so one concludes that

((

01×(k−2) 1 0
)

⊗
(

01×(k−1) 1
)

⊗ · · · ⊗
(

01×(k−1) 1
)

⊗ In

)

u = 0 .

Carrying on in this way, one shows that all the components of u, taken n by n, are
null. Thus, uHPku = 0 implies u = 0, so Pk > 0, for any k ∈ N.

• We now show that, for large enough values of k, Pk defined in (7.8) generates a
PPDQ function fulfilling the requirement of (ii). For this, let us first establish that

lim
k→+∞

1

‖z
[k]
1 ‖2 . . . ‖z

[k]
m ‖2

(z[k]
m ⊗ · · · ⊗ z

[k]
1 ⊗ In)HPk(z[k]

m ⊗ · · · ⊗ z
[k]
1 ⊗ In)

= lim
k→+∞

(z[k]
m ⊗ · · · ⊗ z

[k]
1 ⊗ In)H P̃k(z[k]

m ⊗ · · · ⊗ z
[k]
1 ⊗ In) , (7.13)
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where both limits are uniform in D
m

. The second limit is already known to exist, and
to be equal to P (z) in (7.5).

From identity (7.8) one deduces, thanks to (7.3), that

(z[k]
m ⊗ · · · ⊗ z

[k]
1 ⊗ In)HPk(z[k]

m ⊗ · · · ⊗ z
[k]
1 ⊗ In)

=
k−1
∑

i1,...,im=0

|z1|
2i1 . . . |zm|2im

((

z
[k−im]
m

0i1×1

)

⊗ · · · ⊗

(

z
[k−i1]
1

0im×1

)

⊗ In

)H

P̃k

((

z
[k−im]
m

0im×1

)

⊗ · · · ⊗

(

z
[k−i1]
1

0i1×1

)

⊗ In

)

.

As

k−1
∑

i1,...,im=0

|z1|
2i1 . . . |zm|2im = ‖z

[k]
1 ‖2 . . . ‖z[k]

m ‖2 ,

we get

‖z
[k]
1 ‖2 . . . ‖z[k]

m ‖2P (z) − (z[k]
m ⊗ · · · ⊗ z

[k]
1 ⊗ In)HPk(z[k]

m ⊗ · · · ⊗ z
[k]
1 ⊗ In)

=
k−1
∑

i1,...,im=0

|z1|
2i1 . . . |zm|2im

[

P (z)

−

((

z
[k−im]
m

0im×1

)

⊗ · · · ⊗

(

z
[k−i1]
1

0i1×1

)

⊗ In

)H

P̃k

((

z
[k−im]
m

0im×1

)

⊗ · · · ⊗

(

z
[k−i1]
1

0i1×1

)

⊗ In

)

]

.(7.14)

Now, uniform convergence of the right-hand side of (7.13) yields: for any ε > 0, there
exists kε such that, for any k > kε, for any z ∈ D

m
,

‖P (z)− (z[k]
m ⊗ · · · ⊗ z

[k]
1 ⊗ In)H P̃k(z[k]

m ⊗ · · · ⊗ z
[k]
1 ⊗ In)‖ < ε .

Distinguishing between the terms for which max{i1, . . . , im} < k−kε and max{i1, . . . , im} ≥
k − kε, allows to show that the norm of the left-hand side of (7.14) is bounded from
above by

ε ‖z
[k]
1 ‖2 . . . ‖z[k]

m ‖2 + 2c

k−1
∑

i1, . . . , im = 0
max{i1, . . . , im} ≥ k − kε

|z1|
2i1 . . . |zm|2im .

In the previous expression, c is defined as

c
def
= max

{∥

∥

∥

∥

∥

((

z
[k−im]
m

0im×1

)

⊗ · · · ⊗

(

z
[k−i1]
1

0i1×1

)

⊗ In

)H

P̃k

((

z
[k−im]
m

0im×1

)

⊗ · · · ⊗

(

z
[k−i1]
1

0i1×1

)

⊗ In

)

∥

∥

∥

∥

∥

:

z ∈ D
m

, i1, . . . , im ≤ k, k ∈ N

}

.

The constant c is finite, because, when ij → +∞, 1 ≤ j ≤ m, the expression inside

the norm converges uniformly in D
m

towards P (z), which, being continuous, is itself
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bounded. On the other hand, for any z ∈ Cm,

k−1
∑

i1, . . . , im = 0
max{i1, . . . , im} ≥ k − kε

|z1|
2i1 . . . |zm|2im

=

k−1
∑

i1,...,im=0

|z1|
2i1 . . . |zm|2im −

k−kε−1
∑

i1,...,im=0

|z1|
2i1 . . . |zm|2im

= ‖z
[k]
1 ‖2 . . . ‖z[k]

m ‖2 − ‖z
[k−kε]
1 ‖2 . . . ‖z[k−kε]

m ‖2

=
(

‖z
[k]
1 ‖2 − ‖z

[k−kε]
1 ‖2

)

‖z
[k]
2 ‖2 . . . ‖z[k]

m ‖2

+ · · ·+ ‖z
[k−kε]
1 ‖2 . . . ‖z

[k−kε]
m−1 ‖2

(

‖z[k]
m ‖2 − ‖z[k−kε]

m ‖2
)

≤ m‖z
[k]
1 ‖2 . . . ‖z[k]

m ‖2 max
i=1,...,m

‖z
[k]
i ‖2 − ‖z

[k−kε]
i ‖2

‖z
[k]
i ‖2

= m‖z
[k]
1 ‖2 . . . ‖z[k]

m ‖2 max
i=1,...,m

|zi|
2(k−kε) 1 + |zi|2 + · · · + |zi|2(kε−1)

1 + |zi|2 + · · · + |zi|2(k−1)
.

It turns out that, uniformly in D
m

, the following estimate holds:

∥

∥

∥

∥

∥

P (z) −
1

‖z
[k]
1 ‖2 . . . ‖z

[k]
m ‖2

(z[k]
m ⊗ · · · ⊗ z

[k]
1 ⊗ In)HPk(z[k]

m ⊗ · · · ⊗ z
[k]
1 ⊗ In)

∥

∥

∥

∥

∥

≤ ε + 2mc sup
r∈[0;1)

rk−kε
1 − rkε

1 − rk
,

provided that k > kε. Notice that, for any fixed kε, the quantity

sup
r∈[0;1)

rk−kε
1 − rkε

1 − rk

vanishes when k goes to infinity. Thus, for large enough k, it is smaller than ε/2mc
and then, for any z ∈ D

m
,

∥

∥

∥

∥

∥

P (z) −
1

‖z
[k]
1 ‖2 . . . ‖z

[k]
m ‖2

(z[k]
m ⊗ · · · ⊗ z

[k]
1 ⊗ In)HPk(z[k]

m ⊗ · · · ⊗ z
[k]
1 ⊗ In)

∥

∥

∥

∥

∥

< 2ε .

This achieves the proof of the announced convergence property (7.13).

As a consequence of (7.13), the truncated expression 1

‖z
[k]
1 ‖2...‖z

[k]
m ‖2

(z
[k]
m ⊗ · · · ⊗

z
[k]
1 ⊗ In)HPk(z

[k]
m ⊗ · · ·⊗ z

[k]
1 ⊗ In) solves (1.2) for large enough k, and xH(z

[k]
m ⊗ · · ·⊗

z
[k]
1 ⊗ In)HPk(z

[k]
m ⊗ · · · ⊗ z

[k]
1 ⊗ In)x with Pk > 0 is also a PPDQ Lyapunov function

for (1.1). This achieves the proof of Lemma 7.1.

As a conclusion of this second stage of the proof of Theorem 4.1, we have shown
until now that property (i) is equivalent to (ii), in which moreover the hermitian Pk

defining P (z) may be supposed positive definite without loss of generality.
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7.1.3. Third stage. This part is achieved by induction. Consider for any
i = 0, . . . , m, the following

Property (Pi): ∃k ∈ N, ∃Pk ∈ Hkmn, Pk > 0, ∃Qk,j ∈ Hkm−j+1(k+1)j−1n, j = 1, . . . , i,
∀(zi+1, . . . , zm) ∈ (∂D)m−i,

(

z[k+1]
m ⊗ · · · ⊗ z

[k+1]
i+1 ⊗ I(k+1)in

)H



Rk +
i
∑

j=1

(

Ĵ
(m−j+1)⊗
k ⊗ I(k+1)j−1n

)T

Qk,j

(

Ĵ
(m−j+1)⊗
k ⊗ I(k+1)j−1n

)

−
i
∑

j=1

(

Ĵ
(m−j)⊗
k ⊗ J̌k ⊗ I(k+1)j−1n

)T

Qk,j

(

Ĵ
(m−j)⊗
k ⊗ J̌k ⊗ I(k+1)j−1n

)





(

z[k+1]
m ⊗ · · · ⊗ z

[k+1]
i+1 ⊗ I(k+1)in

)

< 0(k+1)in .

In the previous expression, the matrix Rk = Rk(Pk) is defined in (3.3). One
verifies easily that (P0) may be as well expressed as: there exists P (z) as in (3.1) such
that Pk > 0 and R(z) defined in (3.2), (3.3) is negative definite for all z ∈ (∂D)m.
Property (P0) is thus a consequence of (ii) (see §7.1.2), while in parallel (Pm) writes
simply: there exists k ∈ N such that (LMIk) holds, that is (iii).

In order to prove that (P0) implies (Pm), we establish the slightly stronger fol-
lowing result.

Lemma 7.2. For all i = 1, . . . , m − 1, (Pi) ⇔ (Pi+1).

Proof of Lemma 7.2. First, remark that,

(

z[k+1]
m ⊗ · · · ⊗ z

[k+1]
i+1 ⊗ I(k+1)in

)

=
(

z[k+1]
m ⊗ · · · ⊗ z

[k+1]
i+2 ⊗ I(k+1)i+1n

)(

z
[k+1]
i+1 ⊗ I(k+1)in

)

=
(

z[k+1]
m ⊗ · · · ⊗ z

[k+1]
i+2 ⊗ I(k+1)i+1n

)

(

I(k+1)in

zi+1

(

Ik(k+1)in − zi+1(Fk ⊗ I(k+1)in)
)−1

(fk ⊗ I(k+1)in)

)

,

the last identity being obtained after writing z
[k+1]
i+1 =

(

1

zi+1z
[k]
i+1

)

and using (7.2).

Applying Kalman-Yakubovich-Popov lemma as recalled in Appendix A, with p =
k(k + 1)in, q = (k + 1)in, A = Fk ⊗ I(k+1)in, B = fk ⊗ I(k+1)in, and remarking that
the following identities hold:

(

B A
)

= Ĵk ⊗ I(k+1)in,
(

0p×q Ip

)

= J̌k ⊗ I(k+1)in ,

property (Pi) is proved to be equivalent to: ∃k ∈ N, ∃Pk ∈ Hkmn, Pk > 0, ∃Qk,j ∈

Hkm−j+1(k+1)j−1n, j = 1, . . . , i, ∀(zi+2, . . . , zm) ∈ (∂D)m−i−1, ∃Q̃k,i+1(zi+2, . . . , zm) ∈
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Hk(k+1)in,

(

z[k+1]
m ⊗ · · · ⊗ z

[k+1]
i+2 ⊗ I(k+1)in

)H



Rk +

i
∑

j=1

(

Ĵ
(m−j+1)⊗
k ⊗ I(k+1)j−1n

)T

Qk,j

(

Ĵ
(m−j+1)⊗
k ⊗ I(k+1)j−1n

)

−
i
∑

j=1

(

Ĵ
(m−j)⊗
k ⊗ J̌k ⊗ I(k+1)j−1n

)T

Qk,j

(

Ĵ
(m−j)⊗
k ⊗ J̌k ⊗ I(k+1)j−1n

)





(

z[k+1]
m ⊗ · · · ⊗ z

[k+1]
i+2 ⊗ I(k+1)in

)

+
(

Ĵk ⊗ I(k+1)in

)T

Q̃k,i+1

(

Ĵk ⊗ I(k+1)in

)

−
(

J̌k ⊗ I(k+1)in

)T
Q̃k,i+1

(

J̌k ⊗ I(k+1)in

)

< 0(k+1)i+1n .

The next step consists in assigning polynomial form to Q̃k,i+1. This is done with
the help of the following general result, proved in Appendix B, and which, up to our
knowledge, is original.

Theorem 7.3. Suppose G0, G1, . . . , Gp are continuous mappings defined in a
compact subset K of Rm, and taking values in the set of symmetric matrices of Rn×n.
If, for any δ ∈ K, there exists a solution x(δ) ∈ Rp to the parameter-dependent LMI

∃x ∈ R
p, G(x, δ)

def
= G0(δ) + x1G1(δ) + · · · + xpGp(δ) > 0 , (7.15)

then there exists a polynomial function x∗ : K → Rp, such that, for any δ ∈ K,
G(x∗(δ), δ) > 0.

Remark 7.4. Incidentally, one may wonder why Theorem 7.3 was not used in
§7.1.2, in order to get a polynomial expansion of P (z), see formula (7.6) above. The
reason is that semidefiniteness of the matrices P̃k as given by (7.7), which cannot be
obtained by Theorem 7.3, was a crucial point to carry on the second stage.

Notice that any LMI depending upon a finite number of scalar parameters may
be put under the form (7.15).

By use of the previous result, Q̃k,i+1(zi+2, . . . , zm), being solution of a LMI contin-
uous with respect to the parameters (zi+2, . . . , zm) in (∂D)m−i−1 (seen as a compact
set in R

2(m−i−1)), may be chosen polynomial in the real and imaginary parts of the
zi, or as well in the zi, z̄i, that is

Q̃k,i+1 =
(

z[k̃]
m ⊗ · · · ⊗ z

[k̃]
i+2 ⊗ Ik(k+1)in

)H

Qk̃,i+1

(

z[k̃]
m ⊗ · · · ⊗ z

[k̃]
i+2 ⊗ Ik(k+1)in

)

,

(7.16)

for certain degree k̃ − 1 and coefficient matrix Qk̃,i+1 ∈ Hkk̃m−i−1(k+1)in.

A priori, the integers k and k̃ are different. If k̃ < k, one may as well suppose
that k̃ = k, enlarging the coefficient matrix Qk̃,i+1 by addition of zeros. If k̃ > k, one
shows now that k may be as well replaced by k + 1. For this, define

Pk+1
def
=

∑

Mi∈{Ĵk,J̌k}, i=1,...,m

(Mm ⊗ · · · ⊗ M1 ⊗ In)T Pk(Mm ⊗ · · · ⊗ M1 ⊗ In),
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and, for j = 1, . . . , i,

Qk+1,j
def
=

∑

Ml ∈ {Ĵk+1, J̌k+1}, l = 1, . . . , j − 1,

Ml ∈ {Ĵk, J̌k}, l = j, . . . , m

(Mm ⊗ · · · ⊗ M1 ⊗ In)T Qk,j(Mm ⊗ · · · ⊗ M1 ⊗ In),

Q̃k+1,i+1
def
=

∑

Mj ∈ {Ĵk+1, J̌k+1}, j = 1, . . . , i,

Mj ∈ {Ĵk, J̌k}, j = i + 1, . . . , m

(Mm ⊗ · · · ⊗ M1 ⊗ In)T Q̃k,i+1(Mm ⊗ · · · ⊗ M1 ⊗ In).

One first shows that the positivity of Pk implies positivity of Pk+1: for any u ∈

C(k+1)mn such that uHPk+1u = 0, one has P
1/2
k (Mm ⊗ · · · ⊗ M1 ⊗ In)u = 0 for any

Mi ∈ {Ĵk, J̌k}, i = 1, . . . , m, and this implies that u = 0, whence the positivity of
Pk+1. One then shows that the matrix Rk+1 obtained from Pk+1 by formula (3.3)
verifies:

Rk+1
def
=

∑

Mi∈{Ĵk+1,J̌k+1}, i=1,...,m

(Mm ⊗ · · · ⊗ M1 ⊗ In)T Rk(Mm ⊗ · · · ⊗ M1 ⊗ In) .

This requires cumbersome but straightforward calculations, using property (2.3). A
new set of matrices verifying property (Pi) has thus been generated, with index k + 1
instead of k. Remark that otherwise, the degree k̃ − 1 in the unknowns zi+2, . . . , zm

of the new matrix Q̃k+1,i+1 is the same than for Q̃k,i+1. It thus suffices to repeat this

operation to obtain a solution with k = k̃. Finally, up to a possible increase of k, one
may always suppose that k = k̃ in the decomposition (7.16) of Q̃k,i+1.

Remark 7.5. Applying the previous argument to (Pm) proves that solvability of
(LMIk) implies the same property for the larger values of the index, as announced in
the Sketch of proof of formula (4.1).

It now remains to achieve some matrix manipulations. Using the following for-
mula, obtained by use of (2.4),

(

z[k]
m ⊗ · · · ⊗ z

[k]
i+2 ⊗ Ik(k+1)in

)(

Ĵk ⊗ I(k+1)in

)

=
(

Ikm−i−1 ⊗ Ĵk ⊗ I(k+1)in

)(

z[k]
m ⊗ · · · ⊗ z

[k]
i+2 ⊗ I(k+1)i+1n

)

=
(

Ĵ
(m−i)⊗
k ⊗ I(k+1)in

)(

z[k+1]
m ⊗ · · · ⊗ z

[k+1]
i+2 ⊗ I(k+1)i+1n

)

,

and similarly

(

z[k]
m ⊗ · · · ⊗ z

[k]
i+2 ⊗ Ik(k+1)in

)

(

J̌k ⊗ I(k+1)in

)

=
(

Ĵ
(m−i−1)⊗
k ⊗ J̌k ⊗ I(k+1)in

)(

z[k+1]
m ⊗ · · · ⊗ z

[k+1]
i+2 ⊗ I(k+1)i+1n

)

,

one finally proves that (Pi) is equivalent to:

∃k ∈ N, ∃Pk ∈ Hkmn, Pk > 0, ∃Qk,j ∈ Hkm−j+1(k+1)j−1n, j = 1, . . . , i + 1,
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∀(zi+2, . . . , zm) ∈ (∂D)m−i−1,

(

z[k+1]
m ⊗ · · · ⊗ z

[k+1]
i+2 ⊗ I(k+1)i+1n

)H



Rk +

i+1
∑

j=1

(

Ĵ
(m−j+1)⊗
k ⊗ I(k+1)j−1

)T

Qk,j

(

Ĵ
(m−j+1)⊗
k ⊗ I(k+1)j−1

)

−
i+1
∑

j=1

(

Ĵ
(m−j)⊗
k ⊗ J̌k ⊗ I(k+1)j−1

)T

Qk,j

(

Ĵ
(m−j)⊗
k ⊗ J̌k ⊗ I(k+1)j−1

)





(

z[k+1]
m ⊗ · · · ⊗ z

[k+1]
i+2 ⊗ I(k+1)i+1n

)

< 0(k+1)i+1n .

One recognizes property (Pi+1). Hence, (Pi) ⇔ (Pi+1), and Lemma 7.2 is proved.

The equivalence between (P0) and (Pm) shows in particular that (ii) implies (iii).
This achieves the proof of Theorem 4.1.

7.2. Proof of Theorem 4.3. The proof proceeds by using the change of vari-
ables r = (z + z̄)/2, z ∈ D

m
, already introduced to get Proposition 3.3, and by

achieving the slight necessary adaptations of the proof of Theorem 4.1, using Rk de-
fined in (3.4) and not in (3.3). The argument used in the third stage is here trivial,
as the sets {A((z + z̄)/2) : z ∈ D

m
} and {A((z + z̄)/2) : z ∈ (∂D)m} are identical.

Remark 7.6. Notice that the change of variables which is used leads to D-
scaling as in the complex parameter case, and not DG-scaling, although the parameters
involved here are real.

8. Conclusion. Robust stability of linear systems with several scalar (complex
or real) parameters has been studied. For each problem, a family of LMIs, indexed
by a positive integer k, is provided. Their solvability is sufficient for robust stability,
and the corresponding conditions are becoming less conservative with increasing k.
Conversely, if robust stability holds, then the corresponding LMI problems are solvable
from a certain k and beyond. The method involves search for a quadratic Lyapunov
function depending polynomially on the parameters and their conjugates.

The LMIs are obtained in a constructive and systematic way, resulting from a
limited set of elementary algebraic matrix operations. In consequence, the derived
algorithms are immediatly implementable in a Matlab/Scilab-like environment. In
practice, the accuracy of the approximation is only limited by computation time and
available memory size.

Further research includes the following aspects.
1. Determination of the degree of accuracy needed to test the robust stability of

any specific system; that is, of an a priori (upper) estimate on the least k, if any, for
which the LMIs are solvable. More generally, the complexity and numerical aspects
have to be analyzed.

2. Extension of the results to robust input/output performance evaluation for
systems with scalar parameters, and to systems with polynomial and LFT dependency
(see first results in [6] and [5, 4] respectively). Application to µ-analysis.

Appendix A. Discrete-time version of Kalman-Yakubovich-Popov

lemma.

Initially appearing in [45], the result has been first published under its discrete-
time form by Szegö and Kalman [37]. We use the statement as expressed e.g. in [35].
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A proof of the result in the complex case (and for the continuous-time case) may be
found in [31, Theorem 1.11.1 and Remark 1.11.1].

Let A ∈ Cp×p, B ∈ Cp×q, M ∈ Hp+q.
Lemma A.1. If det(In − zA) 6= 0 for any z ∈ ∂D, then the following two

statements are equivalent.
(i) There exists Q ∈ Hp such that

0p+q >
(

B A
)H

Q
(

B A
)

−
(

0p×q Ip

)H
Q
(

0p×q Ip

)

+ M .

(ii) For any z ∈ ∂D,

(

Ip

z(Ip − zA)−1B

)H

M

(

Ip

z(Ip − zA)−1B

)

< 0p .

When in the statements the matrices A, B, M are real, then Q is real, symmetric.

Appendix B. Proof of Theorem 7.3.

Under the hypothesis of solvability of (7.15) for any δ ∈ K, there exists, by
continuity and compactness, a real number α > 0 such that

∀δ ∈ K, {x ∈ R
p : G0(δ) + x1G1(δ) + · · · + xpGp(δ) ≥ 2αIn} 6= ∅ .

Define

F : K → 2R
p

,

δ 7→ F (δ) = {x ∈ R
p : G0(δ) + x1G1(δ) + · · · + xpGp(δ) ≥ αIn}.

(B.1)

The set-valued map F maps K into the non-void closed convex subsets of Rp.
Let us first establish that F fulfils the following property of lower semicontinuity,

see e.g. [2].
Definition B.1. Let X be a topological space, Y a metric space. A set-valued

map F from X to Y is said lower semicontinuous at x0 ∈ X if for any y0 ∈ F (x0)
and any neighborhood N(y0) of y0, there exists a neighborhood N(x0) such that

∀x ∈ N(x0), F (x) ∩ N(y0) 6= 0 .

F is said lower semicontinuous if it is lower semicontinuous at every point x0 ∈ X.
Let δ0 ∈ K, x0 ∈ F (δ0), ε > 0. To prove lower semicontinuity of F at δ0, we

exhibit η > 0 such that for any δ ∈ K with ‖δ − δ0‖m < η, there exists x ∈ F (δ),
‖x − x0‖p < ε.

Indeed, by assumption, there exists xδ0

∈ Rp such that G(xδ0

, δ0) ≥ 2αIn. For

λ ∈ [0, 1] to be defined afterwards, let x
def
= (1 − λ)x0 + λxδ0

. Then, the fact that G
is affine with respect to x implies for any η > 0, any δ ∈ K such that ‖δ − δ0‖m < η :

G(x, δ) = (1 − λ)G(x0, δ) + λG(xδ0

, δ)

= (1 − λ)G(x0, δ0) + λG(xδ0

, δ0)

+(1 − λ)
(

G(x0, δ) − G(x0, δ0)
)

+ λ
(

G(xδ0

, δ) − G(xδ0

, δ0)
)

≥ α(1 + λ)In

−

(

sup
‖δ−δ0‖m<η

‖G(x0, δ) − G(x0, δ0)‖n + sup
‖δ−δ0‖m<η

‖G(xδ0

, δ) − G(xδ0

, δ0)‖n

)

In .
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On the other hand,

‖x − x0‖p = λ‖xδ0

− x0‖p .

So, take λ ∈ [0, 1] such that

λ ≤
ε

2‖xδ0 − x0‖p
,

and choose η > 0 such that

sup
‖δ−δ0‖m<η

‖G(x0, δ) − G(x0, δ0)‖n + sup
‖δ−δ0‖m<η

‖G(xδ0

, δ) − G(xδ0

, δ0)‖n ≤ αλ .

With these choices, one has ‖x− x0‖p ≤ ε/2 < ε, and G(x, δ) ≥ α(1 + λ)In −αλIn =
αIn, so x ∈ F (δ), provided that δ ∈ K and ‖δ − δ0‖m < η. One concludes that F is
lower continuous at δ0. This achieves the proof of lower semicontinuity of F .

We now apply to F defined in (B.1) Michael’s Selection Theorem [32], see also
[2].

Theorem B.2 (Michael’s Selection Theorem). Let X be a metric space, Y a
Banach space. Let F from X into the closed convex subsets of Y be lower semicon-
tinuous. Then there exists f : X → Y , a continuous selection from F .

This yields existence of a continuous selection f : K → Rp from F defined in
(B.1). This function is such that

∀δ ∈ K, G(f(δ), δ) ≥ αIn .

It remains to apply to each of the p2 coefficients of f the following result, see e.g.
[14].

Theorem B.3 (Weierstrass Approximation Theorem). Every continuous real-
valued function defined on a compact subset K of Rm, is the limit of a sequence of
polynomials, which converges uniformly in K.

Thus, the selection f previously exhibited is uniform limit in K of a sequence of
(matrix-valued) polynomials in x. In particular, there exists a polynomial function
x∗ : K → Rp such that

∀δ ∈ K, G(x∗(δ), δ) ≥
α

2
In > 0 .

One concludes that there exists a polynomial solution to the parameter-dependent
LMI (7.15), and this achieves the proof of Theorem 7.3.
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