A SPACE-TIME MULTISCALE MORTAR MIXED FINITE ELEMENT METHOD FOR PARABOLIC EQUATIONS
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Abstract. We develop a space-time mortar mixed finite element method for parabolic problems. The domain is decomposed into a union of subdomains discretized with nonmatching spatial grids and asynchronous time steps. The method is based on a space-time variational formulation that couples mixed finite elements in space with discontinuous Galerkin in time. Continuity of flux (mass conservation) across space-time interfaces is imposed via a coarse-scale space-time mortar variable that approximates the primary variable. Uniqueness, existence, and stability as well as a priori error estimates for the spatial and temporal errors are established. A space-time nonoverlapping domain decomposition method is developed that reduces the global problem to a space-time coarse-scale mortar interface problem. Each interface iteration involves solving in parallel space-time subdomain problems. The spectral properties of the interface operator and the convergence of the interface iteration are analyzed. Numerical experiments are provided that illustrate the theoretical results and the flexibility of the method for modeling problems with features that are localized in space and time.
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1. Introduction. The multiscale mortar mixed finite element method of [3, 5] allows for highly efficient and accurate discretization of elliptic problems. Let a spatial domain Ω be given, which is decomposed into subdomains Ωi. Then, on each Ωi, an individual mesh is set, and a standard mixed finite element scheme is considered. A stand-alone mortar variable approximating the primary variable is further introduced on an independent interface mesh, which is typically coarser but where one possibly employs polynomials of higher degree. It is used to couple the subdomain problems and to ensure (multiscale) weak continuity of the normal component of the mixed finite element flux variable over the interfaces between subdomains. Moreover, the mortar variable enables a very efficient parallelization in space via a nonoverlapping domain decomposition algorithm based on reduction to an interface problem [3, 5, 19].

We introduce here a space-time discretization of a model parabolic equation, extending the above philosophy to time-dependent problems. Let a time interval (0, T) be given. For each subdomain Ωi, our approach considers an individual space mesh of Ωi along with individual time stepping on (0, T). On each space-time subdomain
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$\Omega_i \times (0,T)$, any standard mixed finite element scheme is combined with the discontinuous Galerkin (DG) time discretization [37]. Then a stand-alone mortar variable approximating the primary variable is introduced on an independent space-time interface mesh, which is typically coarse and where higher polynomial degrees may be used. It is used to couple the space-time subdomain problems and to ensure (multiscale) weak continuity of the normal component of the mixed finite element flux variable (and consequently mass conservation) over the space-time interfaces. This setting allows for high flexibility with individual discretizations of each space-time subdomain $\Omega_i \times (0,T)$, and in particular for local time stepping. Moreover, space-time parallelization can be achieved via reduction to a space-time interface problem requiring the solution of discrete problems on the individual space-time subdomains $\Omega_i \times (0,T)$, exchanging space-time boundary data through transmission conditions, in the spirit of space-time domain decomposition methods [17, 18, 22].

We mention some of the related previous works on local time stepping for parabolic problems in mixed formulations. The early work [15] studies finite difference methods on grids with local refinement in space and time. A similar approach is employed in [13] for transport equations. Two space-time domain decomposition methods are considered in [23]—a space-time Steklov–Poincaré operator and optimized Schwarz waveform relaxation (OSWR) [17, 18, 22] with Robin transmission conditions. Asynchronous time stepping is allowed, but the spatial grids are assumed matching. The focus is on the analysis of the iterative convergence of the OSWR method. A posteriori error estimates for these methods are developed in [2, 4] for nested time grids, with [4] also allowing for nonmatching spatial grids through the use of mortar finite elements. The methods from [23] are extended to fracture modeling in [24]. Overlapping Schwarz domain decomposition with local grid refinement in space and time for two-phase flow in porous media is developed in [28]. Domain decomposition methods for mortar mixed finite element methods for parabolic problems with nonmatching spatial grids are studied without time discretization in [20] and with uniform time stepping in [6, 16]. Local time stepping techniques have been developed for multiphysics systems coupled through interface conditions, e.g., for the Stokes–Darcy system [25, 34]. Finally, we mention some earlier works on space-time methods for parabolic problems coupling mixed finite element discretizations in space with DG in time on a single domain. In [8], a method using continuous trial and discontinuous test functions in time is developed. A posteriori error estimation and space-time adaptivity for mixed finite element–DG methods is studied in [10, 29].

To the best of the authors’ knowledge, the solvability, stability, and a priori error analysis for space-time domain decomposition methods with nonmatching spatial grids and asynchronous time stepping have not been studied in the literature, which is the main goal of this paper. A key tool in the analysis is the construction of an interpolant in a space-time weakly continuous velocity space, which is used to prove a discrete divergence inf-sup condition on this space. Another key component is establishing a discrete space-time mortar inf-sup condition under a suitable assumption on the mortar space. In addition to performing complete analysis in the general case, we also consider conforming time discretizations. In this case, we provide stability and error bounds for the velocity divergence and improved error estimates. To the best of our knowledge, such a result has not been established in the literature for space-time mixed finite element methods with a DG time discretization, even on a single domain. Finally, we develop a parallel nonoverlapping domain decomposition algorithm for the solution of the resulting algebraic problem. In particular, we utilize a time-dependent Steklov–Poincaré operator approach to reduce the global problem to a
space-time interface problem. We show that the interface operator is positive definite and analyze its spectral properties. We employ an interface GMRES algorithm, which involves solving in parallel space-time subdomain problems at each iteration. The current iteration value of the mortar variable provides Dirichlet boundary data on the space-time interfaces for the subdomain problems. We emphasize that, due to the discontinuous time discretization, the space-time subdomain problems are solved using classical time marching over the local time grid. We utilize the spectral bound of the interface operator to obtain an estimate for the number of interface GMRES iterations through field-of-values analysis.

This contribution is organized as follows. In section 2, we describe the model problem and its domain decomposition weak formulation. Our space-time multiscale mortar discretization is introduced in section 3, and we prove its existence, uniqueness, and stability with respect to data in section 4. Section 5 derives a priori error estimates. Control of the velocity divergence and improved error estimates are established in section 6. The reduction to a space-time interface problem and its analysis are presented in section 7. We finally present numerical illustrations in section 8 and close with conclusions in section 9.

2. Setting. In this section we introduce the setting for our study.

2.1. Model problem. We consider a parabolic partial differential equation in a mixed form, modeling single phase flow in porous media. Let \( \Omega \subset \mathbb{R}^d, d = 2, 3 \), be a spatial polytopal domain with Lipschitz boundary and let \( T > 0 \) be the final time. The governing equations are

\[
\begin{align}
    \mathbf{u} &= -K \nabla p, \\
    \frac{\partial p}{\partial t} + \nabla \cdot \mathbf{u} &= q \\
\end{align}
\]

where \( p \) is the fluid pressure, \( \mathbf{u} \) is the Darcy velocity, \( q \) is a source term, and \( K \) is a tensor representing the rock permeability divided by the fluid viscosity. We assume for simplicity homogeneous Dirichlet boundary condition

\[
    p(x, t) = 0 \quad \text{on } \partial \Omega \times (0, T]
\]

and assign the initial pressure

\[
    p(x, 0) = p_0(x) \quad \text{on } \Omega.
\]

We assume that \( q \in L^2(0, T; L^2(\Omega)), p_0 \in H_0^1(\Omega), \nabla \cdot K \nabla p_0 \in L^2(\Omega) \) and that \( K \) is a spatially dependent, uniformly bounded, symmetric, and positive definite tensor, i.e., for constants \( 0 \leq k_{\min} \leq k_{\max} < \infty \),

\[
    k_{\min} \mathbf{\zeta}^T \mathbf{\zeta} \leq \mathbf{\zeta}^T K(x) \mathbf{\zeta} \leq k_{\max} \mathbf{\zeta}^T \mathbf{\zeta} \quad \forall \mathbf{\zeta} \in \mathbb{R}^d, \quad d = 2, 3.
\]

2.2. Space-time subdomains. Let \( \Omega \) be a union of nonempty nonoverlapping open polytopal subdomains with Lipschitz boundary \( \Omega_i, \Omega = \bigcup_{i=1}^I \Omega_i \). Let \( \Gamma_i = \partial \Omega_i \setminus \partial \Omega \) be the interior boundary of \( \Omega_i \), let \( \Gamma_{ij} = \Gamma_i \cap \Gamma_j \) be the interface between two adjacent subdomains \( \Omega_i \) and \( \Omega_j \), and let \( \Gamma = \bigcup \Gamma_{ij} \) be the union of all subdomain interfaces. We also introduce the space-time counterparts \( \Omega^T = \Omega \times (0, T), \Omega_i^T = \Omega_i \times (0, T), \Gamma^T = \Gamma \times (0, T) \); see Figure 2.1 for an illustration. We will introduce space-time domain decomposition discretizations based on \( \Omega_i^T \).
2.3. Basic notation. We will utilize the following notation. For a domain \( \mathcal{O} \subset \mathbb{R}^d \), the \( L^2(\mathcal{O}) \) inner product and norm for scalar and vector-valued functions are denoted by \( \langle \cdot , \cdot \rangle_\mathcal{O} \) and \( \| \cdot \|_\mathcal{O} \), respectively. The norms and seminorms of the Sobolev spaces \( W^{k,p}(\mathcal{O}) \), \( k \in \mathbb{R}, p \geq 1 \), are denoted by \( \| \cdot \|_{W^{k,p}(\mathcal{O})} \) and \( | \cdot |_{W^{k,p}(\mathcal{O})} \), respectively. The norms and seminorms of the Hilbert spaces \( H^k(\mathcal{O}) \) are denoted by \( \| \cdot \|_{H^k(\mathcal{O})} \) and \( | \cdot |_{H^k(\mathcal{O})} \), respectively. For a section of a subdomain boundary \( S \subset \mathbb{R}^{d-1} \) we write \( \langle \cdot , \cdot \rangle_S \) and \( \| \cdot \|_S \) for the \( L^2(S) \) inner product (or duality pairing) and norm, respectively. By \( M \) we denote the vectorial counterpart of a generic scalar space \( \mathcal{M} \).

The above notation is extended to space-time domains as follows. For \( \mathcal{O}^T = \mathcal{O} \times (0,T) \) and \( S^T = S \times (0,T) \), let \( \langle \cdot , \cdot \rangle_{\mathcal{O}^T} = \int_0^T \langle \cdot , \cdot \rangle_\mathcal{O} \) and \( \langle \cdot , \cdot \rangle_{S^T} = \int_0^T \langle \cdot , \cdot \rangle_S \). For space-time norms we use the standard Bochner notation. For example, given a spatial norm \( \| \cdot \|_V \), we denote, for \( p > 0 \),

\[
\| \cdot \|_{L^p(0,T;V)} = \left( \int_0^T \| \cdot \|_V^p \right)^\frac{1}{p}, \quad \| \cdot \|_{L^\infty(0,T;V)} = \text{ess sup} \| \cdot \|_V,
\]

with the usual extension for \( \| \cdot \|_{W^{k,p}(0,T;V)} \) and \( \| \cdot \|_{H^k(0,T;V)} \). Let

\[
\| \cdot \|_{S^T} = \| \cdot \|_{L^2(0,T;L^2(S))}.
\]

We will use the space

\[
\text{H(div;} \mathcal{O} \rangle = \{ \mathbf{v} \in L^2(\mathcal{O}) : \nabla \cdot \mathbf{v} \in L^2(\mathcal{O}) \},
\]

equipped with the norm

\[
\| \mathbf{v} \|_{\text{div;} \mathcal{O}} = (\| \mathbf{v} \|_\mathcal{O}^2 + \| \nabla \cdot \mathbf{v} \|_\mathcal{O}^2)^\frac{1}{2}.
\]

Finally, throughout the paper, \( C \) will denote a generic constant that is independent of the spatial and temporal discretization parameters.

2.4. Weak formulation. The weak formulation of problem (2.1) reads: Find \( \mathbf{u} \in L^2(0,T;\text{H(div} ; \Omega \rangle) \) and \( p \in H^1(0,T;L^2(\Omega)) \) such that \( p(x,0) = p_0 \) and for a.e. \( t \in (0,T) \),

\[
\begin{align*}
(2.3a) & \quad (K^{-1} \mathbf{u}, \mathbf{v})_\Omega - (p, \nabla \cdot \mathbf{v})_\Omega = 0 \quad \forall \mathbf{v} \in \text{H(div} ; \Omega \rangle, \\
(2.3b) & \quad (\partial_t p, w)_\Omega + (\nabla \cdot \mathbf{u}, w)_\Omega = (q, w)_\Omega \quad \forall w \in L^2(\Omega).
\end{align*}
\]
The following well-posedness result is rather standard and is presented in, e.g., [23, Theorem 2.1].

**Theorem 2.1** (well-posedness). Problem (2.3) has a unique solution
\[ \mathbf{u} \in L^2(0,T; \mathbf{H}(\text{div}; \Omega)) \cap L^\infty(0,T; \mathbf{L}^2(\Omega)), \quad p \in H^1(0,T; \mathbf{L}^2(\Omega)) \cap L^2(0,T; H^1_0(\Omega)). \]

We note that [23, Theorem 2.1] states \( p \in H^1(0,T; \mathbf{L}^2(\Omega)) \). The inclusion \( p \in L^2(0,T; H^1_0(\Omega)) \) follows from (2.3a), which implies that for a.e. \( t \in (0,T) \), \( \nabla p = -K^{-1}\mathbf{u} \) in the sense of distributions.

### 2.5. Domain decomposition weak formulation

We now give a domain decomposition weak formulation of (2.3). Introduce the subdomain velocity and pressure spaces
\[ \mathbf{V}_i = \mathbf{H}(\text{div}; \Omega_i), \quad \mathbf{V} = \bigoplus_i \mathbf{V}_i, \quad \mathbf{W}_i = L^2(\Omega_i), \quad \mathbf{W} = \bigoplus_i \mathbf{W}_i = L^2(\Omega), \]
endowed with the norms
\[ \| \mathbf{v} \|_\mathbf{V}_i = \| \mathbf{v} \|_{\text{div}; \Omega_i}, \quad \| \mathbf{v} \|_{\mathbf{V}_i} = \left( \sum_i \| \mathbf{v} \|_{\mathbf{V}_i}^2 \right)^{\frac{1}{2}}, \quad \| w \|_\mathbf{W}_i = \| w \|_{\Omega_i}. \]

We also introduce the following spatial bilinear forms, which will prove useful below:

\[ \begin{align*}
2.4a \quad & a_i(\mathbf{u}, \mathbf{v}) = (K^{-1}\mathbf{u}, \mathbf{v})_{\Omega_i}, \quad a(\mathbf{u}, \mathbf{v}) = \sum_i a_i(\mathbf{u}, \mathbf{v}) \quad \forall \mathbf{u}, \mathbf{v} \in \mathbf{V}, \\
2.4b \quad & b_i(v, w) = -\langle \nabla \cdot v, w \rangle_{\Omega_i}, \quad b(v, w) = \sum_i b_i(v, w) \quad \forall v \in \mathbf{V}, w \in \mathbf{W}, \\
2.4c \quad & b_T(v, \mu) = \int_{\Gamma} \langle \mathbf{v} \cdot \mathbf{n}_i, \mu \rangle_{\Gamma_i} \quad \forall v \in \mathbf{V}, \mu \in H^1_0(\Omega)|_{\Gamma}. 
\end{align*} \]

We note that \( b_T(v, \mu) \) is well defined for \( v \in \mathbf{V} \) and \( \mu \in H^1_0(\Omega)|_{\Gamma} \). Indeed, \( \mu|_{\Gamma_i} \in H^\frac{1}{2}(\Gamma_i) \) and for \( v \in \mathbf{H}(\text{div}; \Omega_i) \), \( \mathbf{v} \cdot \mathbf{n}_i \in (H^\frac{1}{2}(\partial \Omega_i))^\prime \). Thus, for “interior” subdomains where \( \Gamma_i = \partial \Omega_i \setminus \partial \Omega_i \in H^\frac{1}{2}(\partial \Omega_i) \) and \( \langle \mathbf{v} \cdot \mathbf{n}_i, \mu \rangle_{\Gamma_i} = \langle \mathbf{v} \cdot \mathbf{n}_i, E\mu \rangle_{\partial \Omega_i} \) is well defined. For “boundary” subdomains \( \Omega_i \) such that \( \partial \Omega_i \) has an intersection of nonzero \((d-1)\)-dimensional measure with \( \partial \Omega \), \( \langle \mathbf{v} \cdot \mathbf{n}_i, \mu \rangle_{\Gamma_i} \) is understood as \( \langle \mathbf{v} \cdot \mathbf{n}_i, E\mu \rangle_{\partial \Omega} \), where \( E\mu \in H^\frac{1}{2}(\partial \Omega) \) is the extension by zero to \( \partial \Omega_i \). We will also use \( b_T(v, \mu) \) in the discrete setting, with \( \mathbf{v} \cdot \mathbf{n}_i|_{\Gamma_i} \in L^2(\Gamma_i) \) and \( \mu \in L^2(\Gamma_i) \).

For any spatial bilinear form \( s(\cdot, \cdot) \), let \( s^T(\cdot, \cdot) = \int_0^T s(\cdot, \cdot) \).

Now, since \( p \in L^2(0,T; H^1_0(\Omega)) \), we can consider the trace of the pressure \( p \) on the interfaces, \( \lambda = p|_{\Gamma_T} \). Thus, integrating in time, it is easy to see that the solution \((\mathbf{u}, p)\) of (2.3) satisfies

\[ \begin{align*}
2.5a \quad & a^T(\mathbf{u}, \mathbf{v}) + b^T(\mathbf{v}, p) + b_T^T(\mathbf{v}, \lambda) = 0 \quad \forall \mathbf{v} \in L^2(0,T; \mathbf{V}), \\
2.5b \quad & (\partial_p, w)_{\Omega_T} - b^T(\mathbf{u}, w) = (q, w)_{\Omega_T} \quad \forall w \in L^2(0,T; \mathbf{W}). 
\end{align*} \]

### 3. Space-time mortar mixed finite element method

We consider a space-time discretization of (2.5), motivated by [23]. It employs a mortar finite element variable to approximate the pressure trace \( \lambda \) from (2.5) and uses it as a Lagrange multiplier to impose weakly the continuity of flux across space-time interfaces.
3.1. Space-time grids and spaces. Let $T_{h,i}$ be a shape-re-regular partition of the subdomain $\Omega_i$ into parallelepipeds or simplices in the sense of [11]. We stress that this allows for grids that do not match along the interfaces $\Gamma_{ij}$ between subdomains $\Omega_i$ and $\Omega_j$. Let $h_E = \text{diam} E$ for $E \in T_{h,i}$, $h_i = \max_{E \in T_{h,i}} h_E$, and $h = \max_i h_i$. In some parts of the analysis, we will require $T_{h,i}$ to be quasi-uniform in that $h_i \leq Ch_E \forall E \in T_{h,i}$, as well as that the mesh sizes in all subdomains be comparable in that $h \leq C h_i \forall i$. Similarly, let $T_{i}^{\Delta t} : 0 = t_0^i < t_1^i < \cdots < t_N^i = T$ be a partition of the time interval $(0,T)$ corresponding to subdomain $\Omega_i$. This means that we consider different time discretizations on different subdomains. Let $\Delta t_i = \max_{1 \leq k \leq N_i} |t^i_k - t^i_{k-1}|$ and $\Delta t = \max_i \Delta t_i$. Though we admit nonuniform time stepping, we will sometimes require that $T_{i}^{\Delta t}$ be quasi-uniform in that $\Delta t_i \leq C |t^i_k - t^i_{k-1}| \forall (t^i_k, t^i_{k}) \in T_{i}^{\Delta t}$, as well as that the time steps in all subdomains be comparable in that $\Delta t \leq C \max_i \Delta t_i \forall i$.

Composing $T_{h,i}$ and $T_{i}^{\Delta t}$ results in a space-time tensor-product mesh

$$T_{h,i}^{\Delta t} = T_{h,i} \times T_{i}^{\Delta t}$$

of the space-time subdomain $\Omega_i^T$. An illustration is given in Figure 2.1, where yet a different mortar space-time grid is also shown in the middle.

For discretization in space, we consider any of the inf-sup stable mixed finite element spaces $V_{h,i} \times W_{h,i} \subset V_i \times W_i$ such as the Raviart–Thomas or Brezzi–Douglas–Marini spaces; see, e.g., [9]. For the discretization in time on the subdomains $\Omega_i$, we will in turn utilize the DG method; cf. [37]. This is based on the space of discontinuous piecewise polynomials on the mesh $T_{i}^{\Delta t}$ denoted by $W_i^{\Delta t}$. Composing the space and time discretization spaces by the tensor product,

$$V_{h,i}^{\Delta t} = V_{h,i} \bigotimes W_i^{\Delta t}, \quad W_{h,i}^{\Delta t} = W_{h,i} \bigotimes W_i^{\Delta t},$$

we obtain space-time mixed finite element spaces $V_{h,i}^{\Delta t} \times W_{h,i}^{\Delta t}$ in each space-time subdomain $\Omega_i^T$. We will also need the spatial variable only spaces

$$V_h = \bigoplus_i V_{h,i}, \quad W_h = \bigoplus_i W_{h,i}.$$

Let $T_{H,ij}$ be a shape-re-regular finite element partition of $\Gamma_{ij}$ (see Figure 2.1), where $H = \max_{ij} \max_{E \in T_{H,ij}} \text{diam} E$. The use of index $H$ indicates a possibly coarser interface grid compared to the subdomain grids, resulting in a multiscale approximation. Let $T_{ij}^{\Delta T} : 0 = t^i_{0,ij} < t^i_{1,ij} < \cdots < t^{N_{ij}}_{i} = T$ be a partition of $(0,T)$ corresponding to $\Gamma_{ij}$, which may be different from (and again possibly coarser than) the time-partitions for the neighboring subdomains. Let $\Delta T = \max_{1 \leq k \leq N_{ij}} |t^i_{k,ij} - t^i_{k-1,ij}|$. Composing $T_{H,ij}$ and $T_{ij}^{\Delta T}$ gives a space-time tensor-product mesh

$$T_{H,ij}^{\Delta T} = T_{H,ij} \times T_{ij}^{\Delta T}$$

of the space-time interface $\Gamma_{ij}^T$. Finally, let

$$\Lambda_{H,ij}^{\Delta T} = \Lambda_{H,ij} \bigotimes \Lambda_{ij}^{\Delta T}$$

be a space-time mortar finite element space on $T_{H,ij}^{\Delta T}$, where $\Lambda_{H,ij}$ consists of continuous or discontinuous piecewise polynomials in space and $\Lambda_{ij}^{\Delta T}$ consists of continuous or discontinuous piecewise polynomials in time. We will also need the spatial variable space

$$\Lambda_H = \bigoplus \Lambda_{H,ij}.$$
Finally, the global space-time finite element spaces are defined as
\begin{equation}
V_h^{\Delta t} = \bigoplus V_{h,i}^{\Delta t}, \quad W_h^{\Delta t} = \bigoplus W_{h,i}^{\Delta t}, \quad \Lambda_H^{\Delta T} = \bigoplus \Lambda_{H,i,j}^{\Delta T}.
\end{equation}

In particular, the Lagrange multiplier will be sought in the mortar space $\Lambda_H^{\Delta T}$. For the purpose of the analysis, we also define the space of velocities with space-time weakly continuous normal components
\begin{equation}
V_{h,0}^{\Delta t} = \{ v \in V_h^{\Delta t} : b_T^T(v, \mu) = 0 \quad \forall \mu \in \Lambda_H^{\Delta T} \}.
\end{equation}
The discrete velocity and pressure spaces inherit the norms $\| \cdot \|_V$ and $\| \cdot \|_W$, respectively. The mortar space is equipped with the spatial norm $\| \mu \|_{\Lambda_H} = \| \mu \|_{L^2(\Gamma)}$.

### 3.2. Space-time multiscale mortar mixed finite element method

For the DG time discretization, we introduce the notation for $\varphi(x, \cdot)$, $\phi(x, \cdot) \in W_i^{\Delta t}$, $x \in \Omega_i$ (see [37]),
\begin{equation}
\int_0^T \partial_t \varphi = \sum_{k=1}^{N_i} \int_{t_{k-1}}^{t_k} \partial_t \varphi + [\varphi]_{k-1} \phi_{k-1}^+, \quad \text{where} \quad [\varphi]_k = \varphi^+_k - \varphi^-_k,
\end{equation}
with $\varphi^+_k = \lim_{\tau \to t_k^+} \varphi(\cdot, \tau)$ and $\varphi^-_k = \lim_{\tau \to t_k^-} \varphi(\cdot, \tau)$.

Remark 3.1 (initial value). In what follows, we will tacitly assume that a function $\varphi(x, \cdot) \in W_i^{\Delta t}$ has an associated initial value $\varphi_0^-$, which will be defined if it is explicitly used.

The space-time multiscale mortar mixed finite element method for approximating (2.5) is, Find $u_h^{\Delta t} \in V_h^{\Delta t}$, $p_h^{\Delta t} \in W_h^{\Delta t}$, and $\lambda_H^{\Delta T} \in \Lambda_H^{\Delta T}$ such that
\begin{align}
& a^T(u_h^{\Delta t}, v) + b^T(v, p_h^{\Delta t}) + b_T^T(v, \lambda_H^{\Delta T}) = 0 \quad \forall v \in V_h^{\Delta t},
& (\partial_t p_h^{\Delta t}, w)_{\Omega_T} - b^T(u_h^{\Delta t}, w) = (q, w)_{\Omega_T} \quad \forall w \in W_h^{\Delta t},
& b_T^T(u_h^{\Delta t}, \mu) = 0 \quad \forall \mu \in \Lambda_H^{\Delta T},
\end{align}
where the obvious notation $(\partial_t p_h^{\Delta t}, w)_{\Omega_T} = \sum_i (\partial_t p_h^{\Delta t}, w)_{\Omega_T} = \sum_i \int_0^T \int_{\Omega_i} \partial_t p_h^{\Delta t} w$ has been used. We note that $(\partial_t p_h^{\Delta t}, w)_{\Omega_T}$ involves the term $((p_h^{\Delta t})^+_0 - (p_h^{\Delta t})^-_0, w_0^-)_{\Omega_T}$; see the last term in (3.3) for $k = 1$. Here, $(p_h^{\Delta t})^+_0$ is computed by the method, while $(p_h^{\Delta t})^-_0$ is determined by the initial condition. We discuss the construction of initial data in section 4.4.

The above method provides a highly general and flexible framework, allowing for different spatial and temporal discretizations in different subdomains. We note that according to (3.4c), continuity of the flux is imposed weakly on the space-time interfaces $I_{ij}^T$, requiring that the jump in flux is orthogonal to the space-time mortar space $\Lambda_{H,i,j}$. This formulation results in a correct notion of mass conservation across interfaces for time-dependent domain decomposition problems with nonmatching grids in both space and time. In the case of discontinuous mortars, (3.4c) implies that the total flux across any space-time interface cell $e \times (t_{k-1}^{i,j}, t_k^{i,j})$, $e \in T_{H,i,j}$, is continuous.

### 4. Well-posedness analysis

In this section we analyze the existence, uniqueness, and stability of the solution to (3.4).
4.1. Space-time interpolants. We will make use of several space-time interpolants. Let $\mathcal{P}_{h,i}$ be the $L^2$-orthogonal projection onto $W_{h,i}$ and let $\mathcal{P}^\Delta t_i$ be the $L^2$-orthogonal projection onto $W_i^{\Delta t}$. We then define the $L^2$-orthogonal projection in space and time on the space-time subdomain $\Omega^T_i$ by

$$\mathcal{P}^\Delta t_{h,i} = \mathcal{P}^\Delta t_i \circ \mathcal{P}_{h,i} : L^2(0,T;L^2(\Omega_i)) \to W_{h,i}^{\Delta t}$$

and globally by

$$\mathcal{P}^\Delta t_h : L^2(0,T;L^2(\Omega)) \to W^\Delta t_h, \quad \mathcal{P}^\Delta t_h|_{\Omega^T_i} = \mathcal{P}^\Delta t_{h,i}.$$  

Setting $\mathcal{P}_i|_{\Omega_i} = \mathcal{P}_{h,i}$ and $\mathcal{P}^\Delta t_i$ for $\Omega_i$ as $\mathcal{P}^\Delta t_i$, we will also write $\mathcal{P}^\Delta t_h = \mathcal{P}^\Delta t \circ \mathcal{P}_h$. Since $\nabla \cdot V_{h,i} = W_{h,i}$, we have, $\forall \varphi \in L^2(0,T;L^2(\Omega_i))$,

$$(4.1) \quad (\mathcal{P}^\Delta t_h \varphi - \varphi, \nabla \cdot v)_{\Omega^T_i} = 0 \quad \forall v \in V_{h,i}^{\Delta t}.$$  

Let $H^s(\text{div}; \Omega_i) = H^s(\Omega_i) \cap H^s(\text{div}; \Omega_i)$, where $s > 0$ is a real parameter. For any real $\epsilon > 0$, let $\Pi_{h,i} : H^s(\text{div}; \Omega_i) \to V_{h,i}$ be the canonical mixed interpolant [9, section III.3] and let

$$\Pi_{h,i}^{\Delta t} = \mathcal{P}^\Delta t_i \circ \Pi_{h,i} : L^2(0,T;H^s(\text{div}; \Omega_i)) \to V_{h,i}^{\Delta t}.$$  

In particular, this space-time interpolant satisfies, $\forall \psi \in L^2(0,T;H^s(\text{div}; \Omega_i))$,

$$\begin{align*}
(\nabla \cdot (\Pi_{h,i}^{\Delta t} \psi - \psi), w)_{\Omega^T_i} &= 0 \quad \forall w \in W_{h,i}^{\Delta t}, \\
(\Pi_{h,i}^{\Delta t} \psi - \psi) \cdot n_i &\in L^2(\partial \Omega_i) \quad \forall \psi \in V_{h,i}^{\Delta t}, \\
\|\Pi_{h,i}^{\Delta t} \psi\|_{L^2(0,T;V_{h,i})} &\leq C(\|\psi\|_{L^2(0,T;H^s(\Omega_i))} + \|\nabla \cdot \psi\|_{L^2(0,T;L^2(\Omega_i))})
\end{align*}$$

(4.2a) $$(\nabla \cdot (\Pi_{h,i}^{\Delta t} \psi - \psi), w)_{\Omega^T_i} = 0 \quad \forall w \in W_{h,i}^{\Delta t},$$  

(4.2b) $$(\Pi_{h,i}^{\Delta t} \psi - \psi) \cdot n_i \in L^2(\partial \Omega_i) \quad \forall \psi \in V_{h,i}^{\Delta t},$$  

(4.2c) $$\|\Pi_{h,i}^{\Delta t} \psi\|_{L^2(0,T;V_{h,i})} \leq C(\|\psi\|_{L^2(0,T;H^s(\Omega_i))} + \|\nabla \cdot \psi\|_{L^2(0,T;L^2(\Omega_i))}).$$  

see [9, section III.3] for (4.2a)–(4.2b) and [32] for (4.2c).

Let $V_{h,i} \cdot n_i = \{v_i \cdot n_i : v_i \in V_{h,i}\}$ be the discrete normal trace space defined on the subdomain boundary $\partial \Omega_i$; it consists of discontinuous piecewise polynomials for the spaces $V_{h,i}$ discussed in section 3.1. Let $V_{h,i}^{\Delta t} \cdot n_i$ be its tensor product with the piecewise discontinuous polynomials in time of the space $W_i^{\Delta t}$. Let $Q_{h,i} : L^2(\partial \Omega_i) \to V_{h,i} \cdot n_i$ be the $L^2$-orthogonal projection and let

$$Q_{h,i}^{\Delta t} = \mathcal{P}^\Delta t_i \circ Q_{h,i} : L^2(0,T;L^2(\partial \Omega_i)) \to V_{h,i}^{\Delta t} \cdot n_i.$$  

Finally, let $\mathcal{P}_{H_i} : L^2(\Gamma_{ij}) \to \Lambda_{H_i}$ and $\mathcal{P}^\Delta T_{ij} : L^2(0,T) \to \Lambda^T_{ij}$ be the $L^2$-orthogonal projections and let

$$\mathcal{P}_{H_i}^{\Delta T} = \mathcal{P}^\Delta T_{ij} \circ \mathcal{P}_{H_i} : L^2(0,T;L^2(\Gamma_{ij})) \to \Lambda^T_{H_i}, \quad \mathcal{P}_{H_i}^{\Delta T}|_{\Gamma_{ij}} = \mathcal{P}_{H_i}^{\Delta T}_{ij}$$

be the mortar space-time $L^2$-orthogonal projections.

4.2. Assumptions on the mortar grids. We make the following assumptions on the mortar grids, under which we can show that the method (3.4) is well posed: there exists a positive constant $C$ independent of the spatial mesh sizes $h$ and $H$, as well as of the temporal mesh sizes $\Delta t$ and $\Delta T$, such that
(4.5a) \( \forall \mu \in \Lambda_H, \forall i, j, \| \mu \|_{\Gamma_{ij}} \leq C(\| Q_{h,i} \mu \|_{\Gamma_{ij}} + \| Q_{h,j} \mu \|_{\Gamma_{ij}}) \).

(4.5b) \( \forall i, j, \Lambda_{ij}^T \subset W^\Delta_t \cap W^\Delta_j. \)

The spatial mortar assumption (4.5a) is the same as the assumption made in [3, 5]. Note that it is in particular satisfied with \( C = \frac{1}{2} \) when \( \mathcal{T}_{h,i,j} \) is a coarsening of both \( \mathcal{T}_{h,i} \) and \( \mathcal{T}_{h,j} \) on the interface \( \Gamma_{ij} \) and the space \( \Lambda_{H,ij} \) consists of discontinuous piecewise polynomials contained in \( \mathbf{V}_{h,i} \cdot \mathbf{n}_i \) and \( \mathbf{V}_{h,j} \cdot \mathbf{n}_j \) on \( \Gamma_{ij} \). In general, it can be satisfied with mortar polynomial degree in space higher than the subdomain degrees and it requires that the mortar space \( \Lambda_H \) be sufficiently coarse, so that it is controlled by the normal traces of the neighboring subdomain velocity spaces.

The temporal mortar assumption (4.5b) similarly provides control of the mortar time discretization by the subdomain time discretizations. It requires that the mortar time discretization be a coarsening of the neighboring subdomain time discretizations and that the mortar polynomial degree in time is no higher than the subdomain degrees. We also note that (4.5a) and (4.5b) imply

\[ \forall \mu \in \Lambda_H^T, \forall i, j, \| \mu \|_{L^2(0,T;L^2(\Gamma_{ij}))} \leq C(\| Q_{h,i}^T \mu \|_{L^2(0,T;L^2(\Gamma_{ij}))} + \| Q_{h,j}^T \mu \|_{L^2(0,T;L^2(\Gamma_{ij}))}) \]

for a constant \( C \) independent of \( h, H, \Delta t, \) and \( \Delta T. \)

**Remark 4.1 (assumptions (4.5) and (4.6)).** We note that (4.6) is weaker than (4.5). In particular, it allows for the mortar polynomial degree in time to be of higher order compared to the subdomain time discretizations, as long as the mortar grid in time is sufficiently coarse. While we require (4.5) in the theory, the convergence studies in section 8 indicate that (4.6) may be sufficient in practice.

### 4.3. Discrete inf-sup conditions.

Recall the form \( b^T(\cdot, \cdot) \) from (2.4b). Under the above assumptions on the mortar grids, the weakly continuous velocity space \( \mathbf{V}_{h,0}^T \) of (3.2) satisfies the following inf-sup condition.

**Lemma 4.2 (discrete divergence inf-sup condition on \( \mathbf{V}_{h,0}^T \)).** Let (4.5) hold. Then there exists a constant \( \beta > 0 \), independent of \( h, H, \Delta t, \) and \( \Delta T, \) such that

\[ \forall w \in W^\Delta_t, \sup_{0 \neq v \in \mathbf{V}_{h,0}^T} \frac{b^T(v, w)}{\| v \|_{L^2(0,T;\mathbf{V})}} \geq \beta \| w \|_{L^2(0,T;L^2(\Omega))}. \]

**Proof.** Let \( \mathbf{V}_{h,0} = \{ v \in \mathbf{V}_h : b^T(v, \mu) = 0 \ \forall \mu \in \Lambda_H \}. \) It is shown in [3, section 3] (see also [5, Lemma 3.1] for the multiscale case) that if (4.5a) holds, then there exists an interpolant \( \Pi_h(\cdot) : H^{\frac{1}{2} + \epsilon}(\text{div}; \Omega) \to \mathbf{V}_{h,0}, \epsilon > 0, \) such that, \forall \psi \in H^{\frac{1}{2} + \epsilon}(\text{div}; \Omega),

\[ \sum_i (\nabla \cdot (\Pi_{h,0} \psi - \psi), w)_\Omega = 0 \ \forall w \in W_h, \]

(4.8a) \[ \| \Pi_{h,0} \psi \|_\mathbf{V} \leq C(\| \psi \|_{H^{\frac{1}{2} + \epsilon}(\Omega)} + \| \nabla \cdot \psi \|_{L^2(\Omega)}). \]

for a constant \( C \) independent of \( h \) and \( H. \) Define

\[ \Pi_{h,0}^T = \mathbf{P}^\Delta t \circ \Pi_{h,0}. \]

We claim that \( \Pi_{h,0}^T : L^2(0,T;H^{\frac{1}{2} + \epsilon}(\text{div}; \Omega)) \to \mathbf{V}_{h,0}^T. \) To see this, note first that, for all functions \( \psi \in L^2(0,T;H^{\frac{1}{2} + \epsilon}(\text{div}; \Omega)), \) clearly \( \Pi_{h,0}^T \psi \in \mathbf{V}_{h,0}^T. \) Thus (4.5b) implies

\[ b^T(\Pi_{h,0}^T \psi, \mu) = \sum_i \int_0^T \langle \Pi_{h,0}^T \psi, \mathbf{n}_i, \mu \rangle_{\Gamma_i} = \int_0^T (\Pi_{h,0} \psi \cdot \mathbf{n}_i, \mu)_{\Gamma_i}, \]

(4.8b) \[ = \int_0^T b_T(\Pi_{h,0} \psi, \mu) = 0 \ \forall \mu \in \Lambda_H^T, \]
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i.e., indeed \( \Pi_{h,0}^\Delta \psi \in V_{h,0}^\Delta \) by virtue of (3.2). Moreover, (4.8a) and (4.8b) imply

\[
\sum_i (\nabla \cdot (\Pi_{h,0}^\Delta \psi - \psi), w),_{\Omega_i^T} = 0 \quad \forall w \in W_h^\Delta,
\]

(4.9a)

\[
\|\Pi_{h,0}^\Delta \psi\|_{L^2(0,T;V)} \leq C(\|\psi\|_{L^2(0,T;H^{1/2}\Delta (\Omega))} + \|\nabla \cdot \psi\|_{L^2(0,T;L^2(\Omega))}).
\]

We complete the argument using Fortin’s lemma [9, Proposition 2.8]. To that end, we first note the continuous inf-sup condition

\[
\beta \exists \lambda \in V
\]

and (4.10), we have,

\[
\forall \in v \text{ solution for } w \text{ which can be established as follows. Given } \in v \text{ and, by the elliptic regularity shift (cf. [21, 30]), } \|v\|_{H^1(\Omega)} \leq C\|w\|_{L^2(\Omega)}, \text{ which implies (4.10). Now, using (4.9) with } 0 < \epsilon \leq \frac{1}{2} \text{ and (4.10), we have, } \forall w \in W_h^\Delta,
\]

\[
\sup_{0 \neq v \in V_{h,0}^\Delta} \frac{b^T(v, w)}{\|v\|_{L^2(0,T;V)}} 
\]

\[
\geq \sup_{0 \neq v \in L^2(0,T;H^1(\Omega))} \frac{b^T(\Pi_{h,0}^\Delta v, w)}{\|\Pi_{h,0}^\Delta v\|_{L^2(0,T;V)}} = \sup_{0 \neq v \in L^2(0,T;H^1(\Omega))} \frac{b^T(v, w)}{\|\Pi_{h,0}^\Delta v\|_{L^2(0,T;V)}} 
\]

\[
\geq \frac{1}{C} \sup_{0 \neq v \in L^2(0,T;H^1(\Omega))} \frac{b^T(v, w)}{\|v\|_{L^2(0,T;H^1(\Omega))}} \geq \frac{\beta}{C} \|w\|_{L^2(0,T;L^2(\Omega))},
\]

which implies (4.7) with \( \beta = \frac{\beta}{C} \).

To control the mortar variable, we need the following mortar inf-sup condition.

**Lemma 4.3** (discrete mortar inf-sup condition on \( V_{h}^\Delta \)). Let (4.6) hold. Then there exists a constant \( \beta_t > 0 \), independent of \( h \), \( H \), \( \Delta t \), and \( \Delta T \), such that

\[
\forall \mu \in \Lambda_t^H, \quad \sup_{0 \neq v \in V_{h}^\Delta} \frac{b_t^T(v, \mu)}{\|v\|_{L^2(0,T;V)}} \geq \beta_t \|\mu\|_{L^2(0,T;L^2(\Gamma))}.
\]

**Proof.** Let \( \mu \in \Lambda_t^H \) be given. In the following we assume that \( \mu \) is extended by zero on \( \partial \Omega \). We consider a set of auxiliary subdomain problems. For \( t \in (0, T) \), let \( \varphi_i(x, t) \) be a solution of the problem (a unique weak solution in \( H^1(\Omega) \) is obtained upon fixing the mean value)

\[
\nabla \cdot \nabla \varphi_i(\cdot, t) = \frac{1}{|\Omega_i|} \langle \mathcal{Q}_{\Delta t, i}^\Delta \mu, 1 \rangle_{\partial \Omega_i}(t) \quad \text{in } \Omega_i,
\]

(4.12a)

\[
\nabla \varphi_i(\cdot, t) \cdot n_i = \langle \mathcal{Q}_{\Delta t, i}^\Delta \mu \rangle(\cdot, t) \quad \text{on } \partial \Omega_i,
\]

(4.12b)

where \( |\Omega_i| \) is the measure of \( \Omega_i \). Let \( \psi_i = \nabla \varphi_i \). Elliptic regularity [21, 30] implies that \( \forall t \in (0, T) \), there exists \( s > 0 \) such that

\[
\|\psi_i\|_{H^s(\Omega_i)} + \|\nabla \cdot \psi_i\|_{\Omega_i} \leq C \|\mathcal{Q}_{\Delta t, i}^\Delta \mu\|_{\partial \Omega_i}.
\]

(4.13)
Let \( \mathbf{v}_i = \mathbf{\Pi}^{\Delta t}_{h,i} \psi_i \in \mathbf{V}^{\Delta t}_{h,i} \). Note that (4.2b) together with (4.3) and (4.12b) implies that \( \mathbf{v}_i \cdot \mathbf{n} = \mathbf{Q}^{\Delta t}_{h,i} \mu \) on \( \partial \Omega_i \). Thus, using definition (2.4c) of \( b^T_{\Gamma} \), the fact that \( \mu \) is extended by zero on \( \partial \Omega_i \setminus \Gamma_i \), and definition (4.3) of the projection \( \mathbf{Q}^{\Delta t}_{h,i} \), we have

\[
\begin{aligned}
 b^T_{\Gamma}(\mathbf{v}, \mu) &= \sum_i (\mathbf{\Pi}^{\Delta t}_{h,i} \psi_i \cdot \mathbf{n}_i, \mu)_{\Gamma^i_T} = \sum_i (\mathbf{\Pi}^{\Delta t}_{h,i} \psi_i \cdot \mathbf{n}_i, \mu)_{\partial \Omega^i_t} \\
 &= \sum_i (\mathbf{\Pi}^{\Delta t}_{h,i} \psi_i \cdot \mathbf{n}_i, \mathbf{Q}^{\Delta t}_{h,i} \mu)_{\partial \Omega^i_t} = \sum_i \|\mathbf{Q}^{\Delta t}_{h,i} \mu\|^2_{L^2(0,T;L^2(\partial \Omega^i_t))} \\
 &\geq C \sum_i \|\mu\|^2_{L^2(0,T;L^2(\Gamma^i_t))},
\end{aligned}
\]

where we used (4.6) in the inequality. On the other hand, (4.2c) with \( \epsilon = s \) and (4.13), along with the stability of \( L^2 \)-orthogonal projection \( \mathbf{Q}^{\Delta t}_{h,i} \), imply

\[
\|\mathbf{v}_i\|_{L^2(0,T;V_i)} \leq C \|\mu\|_{L^2(0,T;L^2(\Gamma^i_t))}.
\]

The assertion of the lemma follows from combining (4.14) and (4.15).

### 4.4. Initial data

We next discuss the construction of discrete initial data for all variables. The data need to be compatible in the sense that they satisfy the equations without time derivatives in the method, (3.4a) and (3.4c). Recall that we are given initial pressure datum \( p(0) = p_0 \in H^1_0(\Omega) \) with \( \nabla \cdot K \nabla p_0 \in L^2(\Omega) \). Let us define \( u_0 = -K \nabla p_0 \) and \( \lambda_0 = p_0 |\Gamma \). Then the solution to (2.3) satisfies \( u(0) = u_0 \) and \( \lambda(0) = \lambda_0 \). Moreover, we have

\[
\begin{aligned}
 a(\mathbf{u}_0, \mathbf{v}) + b(\mathbf{v}, p_0) + b^T(\mathbf{v}, \lambda_0) &= 0 \quad \forall \mathbf{v} \in \mathbf{V}_h, \\
 b^T(\mathbf{u}_0, \mu) &= 0 \quad \forall \mu \in \Lambda_H.
\end{aligned}
\]

Next, define the discrete initial data \( (\mathbf{u}_{h,0}, p_{h,0}, \lambda_{H,0}) \in \mathbf{V}_h \times W_h \times \Lambda_H \) as the elliptic projection of \( (u_0, p_0, \lambda_0) \), i.e., the unique solution to the problem, \( \forall \mathbf{v} \in \mathbf{V}_h, w \in W_h, \mu \in \Lambda_H \),

\[
\begin{aligned}
 &a(\mathbf{u}_{h,0}, \mathbf{v}) + b(\mathbf{v}, p_{h,0}) + b^T(\mathbf{v}, \lambda_{H,0}) = a(\mathbf{u}_0, \mathbf{v}) + b(\mathbf{v}, p_0) + b^T(\mathbf{v}, \lambda_0) = 0, \\
 &b^T(\mathbf{u}_{h,0}, w) = b(\mathbf{u}_0, w) = -\nabla \cdot K \nabla p_0, w, \\
 &b^T(\mathbf{u}_{h,0}, \mu) = b^T(\mathbf{u}_0, \mu) = 0.
\end{aligned}
\]

The well-posedness of (4.16) is shown in [3, 5] under the spatial mortar assumption (4.5a). In particular, it follows from the analysis in [3, 5] that there exist constants \( C_K \) and \( C_K \) that depend on \( K \), but are independent of \( h \) and \( H \), such that

\[
\begin{aligned}
 \|\mathbf{u}_{h,0}\|_V + \|p_{h,0}\|_W + \|\lambda_{H,0}\|_{\Lambda_H} &\leq C_K \|\nabla \cdot K \nabla p_0\|_\Omega, \\
 \|\mathbf{u}_0 - \mathbf{u}_{h,0}\|_\Omega + \|p_0 - p_{h,0}\|_W + \|\lambda_0 - \lambda_{H,0}\|_{\Lambda_H} &\leq \tilde{C}_K (\|\mathbf{u}_0 - \mathbf{P}_{h,0}\|_\Omega + \|p_0 - \mathbf{P}_h p_0\|_W + \|\lambda_0 - \mathbf{P}_H \lambda_0\|_{\Lambda_H}).
\end{aligned}
\]

We now set

\[
\begin{aligned}
 (p^{\Delta t}_{h,0})_0 &= p_{h,0}, \quad (\mathbf{u}^{\Delta t}_{h,0})_0 = \mathbf{u}_{h,0}, \quad (\lambda^{\Delta T}_{H,0})_0 = \lambda_{h,0}.
\end{aligned}
\]

As we noted earlier, \( (p^{\Delta t}_{h,0})_0 \) provides an initial condition for the method (3.4); cf. (3.4b). The data \( (\mathbf{u}^{\Delta t}_{h,0})_0 \) and \( (\lambda^{\Delta T}_{H,0})_0 \) are not needed in the method, but they will be utilized in the analysis of \( \nabla \cdot \mathbf{u}^{\Delta t}_{h,0} \) in section 6.
4.5. Existence, uniqueness, and stability with respect to data. In the analysis we will utilize the following auxiliary result.

**Lemma 4.4** (summation in time). For all $\Omega_i$ and for any $\varphi(x, \cdot) \in W_i^\Delta t$, $x \in \Omega_i$, there holds

\[
(4.20) \quad \int_0^T \partial_t \varphi \varphi = \frac{1}{2} (\varphi_{N_i}^-)^2 - (\varphi_0^-)^2 + \frac{1}{2} \sum_{k=1}^{N_i} (\varphi_{k-1}^-)^2.
\]

**Proof.** Using the definition (3.3) of $\partial_t \varphi$, we have

\[
\int_0^T \partial_t \varphi \varphi = \sum_{k=1}^{N_i} \int_{t_{k-1}}^{t_k} \frac{1}{2} \partial_t \varphi^2 + \sum_{k=1}^{N_i} [\varphi]_{k-1} \varphi_{k-1}^+ - \varphi_{k-1}^-
\]

\[
= \frac{1}{2} \sum_{k=1}^{N_i} ((\varphi_k^-)^2 - (\varphi_{k-1}^-)^2 + (\varphi_{k-1}^+)^2 - (\varphi_{k-1}^-)^2 + (\varphi_{k-1}^+ - \varphi_{k-1}^-)^2)
\]

\[
= \frac{1}{2} (\varphi_{N_i}^-)^2 - (\varphi_0^-)^2 + \frac{1}{2} \sum_{k=1}^{N_i} (\varphi_{k-1}^-)^2.
\]

To simplify the presentation, we introduce the notation

\[
(4.21) \quad \|\varphi\|_{DG} = \sum_i \left( \|\varphi_{N_i}^-\|_{\Omega_i}^2 + \sum_{k=1}^{N_i} [\varphi]_{k-1}^2 \|\Omega_i\|_{\Omega_i}^2 \right).
\]

**Theorem 4.5** (existence and uniqueness of the discrete solution, stability with respect to data). Assume that conditions (4.5) hold. Then the space-time mortar method (3.4) has a unique solution. Moreover, for some constant $C > 0$ independent of $h$, $H$, $\Delta t$, $\Delta T$, $k_{\text{min}}$, $k_{\text{max}}$, and $C_K$, it holds that

\[
(4.22) \quad \|p_h^\Delta t\|_{DG} + k_{\text{max}}^2 \|u_h^\Delta t\|_{\Omega_T} + k_{\text{min}}^2 \|p_h^\Delta t\|_{\Omega_T} + k_{\text{max}}^2 \lambda_h^\Delta T \|\Omega_T \|
\]

\[
\leq C \left( k_{\text{min}}^2 \|q\|_{\Omega_T} + C_K \|\nabla \cdot K \nabla p_0\|_{\Omega} \right).
\]

**Proof.** We begin with establishing the stability bound (4.22). Taking $v = u_h^\Delta t$, $w = p_h^\Delta t$, and $\mu = \lambda_h^\Delta T$ in (3.4) and combining the equations, we obtain, using (4.20) and Young’s inequality,

\[
\frac{1}{2} \sum_i \left( (p_h^{\Delta t})_{N_i}^2 \|\Omega_i\|_{\Omega_T} + \sum_{k=1}^{N_i} (p_h^{\Delta t})_{k-1}^2 \|\Omega_i\|_{\Omega_T} \right) + K^{-\frac{1}{2}} \|u_h^\Delta t\|_{\Omega_T}^2
\]

\[
\leq \frac{\epsilon}{2} \|p_h^{\Delta t}\|^2_{\Omega_T} + \frac{1}{2c} \|q\|^2_{\Omega_T} + \frac{1}{2} \|p_0\|_{\Omega_T}^2.
\]

The inf-sup condition for the weakly continuous velocity (4.7), (3.4a), and (2.2) imply

\[
(4.23) \quad \|p_h^{\Delta t}\|_{\Omega_T} \leq \beta^{-1} k_{\text{min}}^{-\frac{1}{2}} K^{-\frac{1}{2}} \|u_h^\Delta t\|_{\Omega_T}.
\]

Then, taking $\epsilon = \beta^2 k_{\text{min}}$ and using (4.23) results in

\[
(4.24) \quad \|p_h^{\Delta t}\|^2_{DG} + \|K^{-\frac{1}{2}} u_h^\Delta t\|^2_{\Omega_T} \leq \beta^{-2} k_{\text{min}}^{-1} \|q\|^2_{\Omega_T} + \|p_0\|_{\Omega_T}^2.
\]
Furthermore, the mortar inf-sup condition (4.11) and (3.4a) imply
\begin{equation}
\|\lambda_h^{\Delta t}\|_{1,T} \leq \beta_T^{-1}(k_{\text{min}}^{-\frac{2}{3}}\|K^{-\frac{1}{2}}u_h^{\Delta t}\|_{\Omega_T} + \|p_h^{\Delta t}\|_{1,T}).
\end{equation}

Combining (4.23)–(4.25) and using (2.2) and (4.17), we obtain (4.22). The existence and uniqueness of a solution follow from (4.22) by taking \(q = 0\) and \(p_0 = 0\). \(\square\)

Remark 4.6 (dependence on \(k_{\text{min}}\) and \(k_{\text{max}}\)). Bound (4.22) shows explicitly the dependence on \(k_{\text{min}}\) and \(k_{\text{max}}\). To simplify the presentation, we suppress this dependence in the forthcoming analysis.

Remark 4.7 (control of divergence). Control on \(\|\nabla \cdot u_h^{\Delta t}\|_{L^2(0,T;L^2(\Omega)))}\) can be established under the assumption of matching time steps between subdomains and choosing the mortar finite element space in time to match the subdomains. We present this result later in section 6, along with improved error estimates.

5. A priori error analysis. In this section we derive a priori error estimates for the solution of the space-time mortar MFE method (3.4).

5.1. Approximation properties of the space-time interpolants. Assume that the spaces \(V_h^{\Delta t}\) and \(W_h^{\Delta t}\) from (3.1) contain on each space-time element polynomials in \(P_k\) and \(P_q\), respectively, in space and \(P_r\) in time, where \(P_r\) denotes the space of polynomials of degree up to \(r\). Let \(\Lambda_h^{\Delta t}\) contain on each space-time mortar element polynomials in \(P_m\) in space and \(P_n\) in time. We have the following approximation properties for the space-time interpolants \(\mathcal{P}_h^{\Delta t}\) and \(\mathcal{P}_{H,T}^{\Delta t}\) of section 4.1 and \(\Pi_h^{\Delta t}\) of the proof of Lemma 4.2:

\begin{equation}
\|\varphi - \Pi_{h,0}^{\Delta t}\varphi\|_{\Omega_T} \leq C \sum_i \|\varphi\|_{H^{r_k}(0,T;H^{r_{k+\frac{1}{2}}}((r_{k+1})))(h^{r_k} + \Delta t^r)}
\end{equation}

\begin{equation}
0 < r_k \leq k + 1, \quad 0 < r_{k+\frac{1}{2}} \leq k + 1, \quad 0 \leq r_q \leq q + 1,
\end{equation}

\begin{equation}
\|\varphi - \mathcal{P}_h^{\Delta t}\varphi\|_{\Omega_T} \leq C \|\varphi\|_{H^{r_k}(0,T;H^{r_{k+\frac{1}{2}}}((r_{k+1})))(h^{r_k} + \Delta t^r)},
\end{equation}

\begin{equation}
0 \leq r_l \leq l + 1, \quad 0 \leq r_q \leq q + 1,
\end{equation}

\begin{equation}
\|\varphi - \mathcal{P}_{H,T}^{\Delta t}\varphi\|_{\Omega_T} \leq C \|\varphi\|_{H^{r_k}(0,T;H^{r_{k+\frac{1}{2}}}((r_{k+1})))(h^{r_k} + \Delta t^r)},
\end{equation}

\begin{equation}
0 \leq r_m \leq m + 1, \quad 0 \leq r_s \leq s + 1.
\end{equation}

Bound (5.1a) follows from the approximation properties of \(\Pi_{h,0}\) obtained in [3, section 3] and [5, Lemma 3.1]. Bounds (5.1b) and (5.1c) are standard approximation properties of the \(L^2\) projection [11].

In the analysis we will also use the following approximation property, which follows from the stability of the \(L^2\) projection in \(L^\infty\) [12]:

\begin{equation}
\|\varphi - \mathcal{P}_h^{\Delta t}\varphi\|_{L^\infty(0,T;L^2(\Omega)))} \leq C \|\varphi\|_{W^{r_k}(0,T;H^{r_{k+\frac{1}{2}}}((r_{k+1})))(h^{r_k} + \Delta t^r)},
\end{equation}

\begin{equation}
0 \leq r_l \leq l + 1, \quad 0 \leq r_q \leq q + 1.
\end{equation}

We also recall the well-known discrete trace (inverse) inequality for a quasi-uniform mesh \(T_{h,i}: \forall \mathbf{v} \in V_{h,i}, \|\mathbf{v} \cdot \mathbf{n}\|_{\Gamma_i} \leq C h_i^{-\frac{1}{2}} \|\mathbf{v}\|_{\Omega_i}.\) This implies

\begin{equation}
\forall \mathbf{v} \in V_{h,i}^{\Delta t}, \quad \|\mathbf{v} \cdot \mathbf{n}\|_{\Gamma_i} \leq C h_i^{-\frac{1}{2}} \|\mathbf{v}\|_{\Omega_i^T}.
\end{equation}
5.2. A priori error estimate. We proceed with the error estimate for the space-time mortar MFE method (3.4).

**Theorem 5.1** (a priori error estimate). Assume that conditions (4.5) hold and that the solution to (2.3) is sufficiently smooth. Let the space and time meshes \( T_{h,i} \) and \( T_{i}^{\Delta t} \) be quasi-uniform, and let \( h \leq C h_i \) and \( \Delta t \leq C \Delta t_i \) hold. Then there exists a constant \( C > 0 \) independent of the mesh sizes \( h, H, \Delta t, \) and \( \Delta T \) such that the solution to the space-time mortar MFE method (3.4) satisfies

\[
\| p - p_h^\Delta t \|_{DG} + \| u - u_h^\Delta t \|_{\Omega^T} + \| p - p_h^\Delta t \|_{\Omega^T} + \| \lambda - \lambda_h^\Delta t \|_{\Omega^T} \\
\leq C \sum_i \| u \|_{H^\infty(0;T;H^p_r(\Omega_i))} (h^{r_k} + \Delta t^r_k) + \| u \|_{H^\infty(0;T;H^p_r+\frac{1}{2}(\Omega))} (h^{r_k} H^{\frac{1}{2}} + \Delta t^{r_k}) \\
+ \sum_i \| u \|_{H^\infty(0;T;H^p_r(\Omega_i))} (h^{r_k} + \Delta t^r_k) + \sum_i \| p \|_{W_{\infty}^r(0;T;H^p_r(\Omega_i))} \Delta t^{-\frac{1}{2}} (h^{r_k} + \Delta t^{r_k}) \\
+ \sum_{i,j} \| \lambda \|_{H^\infty(0;T;H^p_r(\Gamma_{ij}))} h^{-\frac{1}{2}} (H^{r_k} + \Delta t^{r_k}) + \sum_{i,j} \| \lambda \|_{H^\infty(\Gamma_{ij})} H^{r_k} \\
+ \sum_i \| u_0 \|_{H^p_r(\Omega_i)} h^{r_k} + \| u_0 \|_{H^p_r+\frac{1}{2}(\Omega)} h^{r_k} H^{\frac{1}{2}} + \sum_i \| p_0 \|_{H^p_r(\Omega_i)} h^{r_k},
\]

(5.4)

\[
0 < r_k \leq k + 1, \quad 0 < \tilde{r}_k \leq k + 1, \quad 0 \leq r_k \leq q + 1, \\
0 < r_l \leq l + 1, \quad 0 \leq r_m \leq m + 1, \quad 0 \leq s + 1.
\]

**Proof.** For the purpose of the analysis, we consider the following equivalent formulation of (3.4) in the space of weakly continuous velocities \( V_{h,0}^{\Delta t} \) given by (3.2): Find \( u_h^{\Delta t} \in V_{h,0}^{\Delta t} \) and \( p_h^{\Delta t} \in W_h^{\Delta t} \) such that \( (p_h^{\Delta t})^* = p_h \) and

\[
\begin{align}
(a^T, u_h^{\Delta t}, v) + b^T(v, p_h^{\Delta t}) = 0 & \quad \forall v \in V_{h,0}^{\Delta t}, \\
(\partial_t p_h^{\Delta t}, w)_{\Omega^T} - b^T(u_h^{\Delta t}, w) = (q, w)_{\Omega^T} & \quad \forall w \in W_h^{\Delta t}.
\end{align}
\]

The fact that \( \mathcal{P}_{h,T}^{\Delta t} \) defined in (4.4) maps to \( \Lambda_{h,T}^{\Delta t} \) and definition (3.2) imply that \( b^T(v, \mathcal{P}_{h,T}^{\Delta t} \lambda) = 0 \) \( \forall v \in V_{h,0}^{\Delta t} \), where \( \lambda = p|_T \) is the pressure trace from (2.5). Then, subtracting (5.5a)–(5.5b) from (2.5a)–(2.5b), we obtain the error equations

\[
\begin{align}
(a^T, u - u_h^{\Delta t}, v) + b^T(v, \mathcal{P}_{h,T}^{\Delta t} p - p_h^{\Delta t}) + b^T(v, \lambda - \mathcal{P}_{h,T}^{\Delta t} \lambda) = 0 & \quad \forall v \in V_{h,0}^{\Delta t}, \\
(\partial_t p - \partial_t p_h^{\Delta t}, w)_{\Omega^T} - b^T(\mathcal{P}_{h,T}^{\Delta t} u - u_h^{\Delta t}, w) = 0 & \quad \forall w \in W_h^{\Delta t},
\end{align}
\]

where we have also used (4.1) and (4.9a) to incorporate the interpolants \( \mathcal{P}_{h,T}^{\Delta t} \) and \( \Pi_{h,0}^{\Delta t} \). We now take \( v = \Pi_{h,0}^{\Delta t} u - u_h^{\Delta t} \) and \( w = \mathcal{P}_{h,T}^{\Delta t} p - p_h^{\Delta t} \) and sum the two equations, resulting in

\[
(a^T(\Pi_{h,0}^{\Delta t} u - u_h^{\Delta t}, \Pi_{h,0}^{\Delta t} u - u_h^{\Delta t}) + (\partial_t p - \partial_t p_h^{\Delta t}, \mathcal{P}_{h,T}^{\Delta t} p - p_h^{\Delta t})_{\Omega^T} \\
= a^T(\Pi_{h,0}^{\Delta t} u - u_h^{\Delta t}, \Pi_{h,0}^{\Delta t} u - u_h^{\Delta t}) - b^T(\Pi_{h,T}^{\Delta t} u - u_h^{\Delta t}, \lambda - \mathcal{P}_{h,T}^{\Delta t} \lambda).
\]

For the second term on the left of (5.7), restricted to a subdomain, we write

\[
\int_0^T (\partial_t p - \partial_t p_h^{\Delta t}, \mathcal{P}_{h,T}^{\Delta t} p - p_h^{\Delta t})_{\Omega_i} = \int_0^T (\partial_t(p - p_h^{\Delta t}), \mathcal{P}_{h,T}^{\Delta t} p - p_h^{\Delta t})_{\Omega_i} \\
= \int_0^T (\partial_t(p - p_h^{\Delta t}), p - p_h^{\Delta t})_{\Omega_i} + \int_0^T (\partial_t(p - p_h^{\Delta t}), \mathcal{P}_{h,T}^{\Delta t} p - p_h^{\Delta t})_{\Omega_i} =: I_1 + I_2.
\]
Using (4.20) and notation (4.21), for the first term, we have

\begin{equation}
\sum_i I_i^1 = \frac{1}{2} \| p - p_h^{\Delta t} \|_{DG}^2 - \frac{1}{2} \| p_0 - p_{h,0} \|_{\Omega}^2.
\end{equation}

Using (3.3), the second term is

\begin{equation}
I_2^1 = \sum_{k=1}^{N_i} \int_{t_{i-1}^k}^{t_i^k} (\partial_t (p - p_h^{\Delta t}), \mathcal{P}_{h,0}^{\Delta t} p - p) \Omega_i + \sum_{k=1}^{N_i} (p - p_h^{\Delta t})_{k-1}, (\mathcal{P}_{h,0}^{\Delta t} p - p)_{k-1} \Omega_i.
\end{equation}

For the first term on the right above, using the orthogonality property of \( \mathcal{P}_{h,0}^{\Delta t} \), we develop

\begin{equation}
\sum_{k=1}^{N_i} \int_{t_{i-1}^k}^{t_i^k} (\partial_t (p - p_h^{\Delta t}), \mathcal{P}_{h,0}^{\Delta t} p - p) \Omega_i = \sum_{k=1}^{N_i} \int_{t_{i-1}^k}^{t_i^k} (\partial_t (p - \mathcal{P}_{h,0}^{\Delta t} p), \mathcal{P}_{h,0}^{\Delta t} p - p) \Omega_i
\end{equation}

\begin{equation}
= -\frac{1}{2} \sum_{k=1}^{N_i} \int_{t_{i-1}^k}^{t_i^k} \| \mathcal{P}_{h,0}^{\Delta t} p - p \|^2 \Omega_i = -\frac{1}{2} \sum_{k=1}^{N_i} \| \mathcal{P}_{h,0}^{\Delta t} p - p \|^2 \Omega_i^{k-1}.
\end{equation}

Combining (5.7)–(5.11), and using (2.2) and the Cauchy–Schwarz and Young’s inequalities, we obtain

\begin{align*}
\| \Pi_{h,0}^{\Delta t} u - u_h^{\Delta t} \|^2 &+ \| p - p_h^{\Delta t} \|^2_D \\
&\leq C \left( \Pi_{h,0}^{\Delta t} u - u \|^2 \Omega_T \Pi_{h,0}^{\Delta t} u - u_h^{\Delta t} \|^2 \Omega_T + \sum_i \| (\Pi_{h,0}^{\Delta t} u - u_h^{\Delta t}) \cdot n_i \| \Gamma_T \| \lambda - \mathcal{P}_{H,0}^{\Delta T} \lambda \| \Gamma_T \\
&+ \sum_i | \sum_{k=1}^{N_i} \| p - p_h^{\Delta t} \|_{k-1} \Omega_T \| \mathcal{P}_{h,0}^{\Delta t} p - p \|_{k-1} \Omega_T + \| \mathcal{P}_{h,0}^{\Delta t} p - p \|^2 \Omega_i^{k-1} \right) \\
&+ \epsilon \left( \Pi_{h,0}^{\Delta t} u - u_h^{\Delta t} \|^2 \Omega_T + \sum_i \| \mathcal{P}_{h,0}^{\Delta t} p - p \|^2 \Omega_i^{k-1} + \| p_0 - p_{h,0} \|^2 \Omega_i \right) \right),
\end{align*}

where we used the trace (inverse) inequality (5.3) for a quasi-uniform mesh \( T_{h,i} \) and \( h \leq C\delta_i \) in the last estimate. Taking \( \epsilon \) sufficiently small gives

\begin{equation}
\| \Pi_{h,0}^{\Delta t} u - u_h^{\Delta t} \|^2 \Omega_T + \| p - p_h^{\Delta t} \|_{DG} \leq C \left( \Pi_{h,0}^{\Delta t} u - u \|^2 \Omega_T + h^{-\frac{1}{2}} \| \lambda - \mathcal{P}_{H,0}^{\Delta T} \lambda \| \Gamma_T \\
+ \Delta t^{-\frac{1}{2}} \| \mathcal{P}_{h,0}^{\Delta t} p - p \|_{L^\infty(0,T;L^2(\Omega))} + \| p_0 - p_{h,0} \| \Omega \right),
\end{equation}

where we used that \( N_i \leq \frac{CT}{\Delta t} \) for a quasi-uniform time mesh \( T_i^{\Delta t} \) and \( \Delta t \leq C \Delta t_i \) to obtain the factor \( \Delta t^{-\frac{1}{2}} \).

Next, the inf-sup condition for the weakly continuous velocity (4.7) and (5.6a) imply, using (5.3) and \( h \leq C\delta_i \),

\begin{equation}
\| \mathcal{P}_{h,0}^{\Delta t} p - p_h^{\Delta t} \| \Omega_T \leq C \left( \| u - u_h^{\Delta t} \| \Omega_T + h^{-\frac{1}{2}} \| \lambda - \mathcal{P}_{H,0}^{\Delta T} \lambda \| \Gamma_T \right).
\end{equation}
Finally, to obtain a bound on $\lambda_h^{\Delta t}$, we subtract (3.4a) from (2.5a), to obtain the error equation

\begin{equation}
(5.14) \quad a^T(u - u_h^{\Delta t}, v) + b^T(v, p - p_h^{\Delta t}) + b_l^T(v, P_h^{\Delta T} \lambda - \lambda_h^{\Delta T}) = b_l^T(v, P_h^{\Delta T} \lambda - \lambda) \quad \forall v \in V_h^{\Delta t}.
\end{equation}

The mortar inf-sup condition (4.11) and (5.14) imply, using (5.3) and $h \leq C h_i$,

\begin{equation}
(5.15) \quad ||P_h^{\Delta T} \lambda - \lambda_h^{\Delta T}||_{\Omega T} \leq C \left(||u - u_h^{\Delta t}||_{\Omega T} + ||p - p_h^{\Delta t}||_{\Omega T} + h^{-\frac{1}{2}} ||\lambda - P_h^{\Delta T} \lambda||_{1-T} \right).
\end{equation}

The assertion of the theorem follows from combining (5.12), (5.13), and (5.15) and using the triangle inequality, (4.18), and the approximation bounds (5.1)–(5.2), where for the initial error we use the spatial-only version of (5.1).

**Remark 5.2** (the factors $\Delta t^{-\frac{1}{2}}$ and $h^{-\frac{1}{2}}$ and appropriate choice of the polynomial degrees $m$ and $s$). The term $h^{-\frac{1}{2}}(H^{r_m} + \Delta T^{r_j})$ in the error bound appears due to the use of the discrete trace (inverse) inequality (5.3) to control the consistency error $b_l^T(\Pi_{h,i}^T u - u_h^{\Delta t}, \lambda - P_h^{\Delta T} \lambda)$. This term can be made comparable to the other error terms in (5.4) by choosing $m$ and $s$ sufficiently large, assuming that the solution is sufficiently smooth. Alternatively, this term can be improved if a bound on $||\nabla \cdot (u - u_h^{\Delta t})||_{\Omega T}$ is available, with the use of the normal trace inequality for $H(\text{div}; \Omega_i)$ functions. In this case the factor $\Delta t^{-\frac{1}{2}}$ in the term $\Delta t^{-\frac{1}{2}}(h^{r_j} + \Delta T^{r_j})$ can also be avoided by using a suitable time-interpolant for the pressure. We present this argument in the next section in the special case of matching time steps between subdomains; then, additionally, the assumptions on quasi-uniform space and time meshes $\mathcal{T}_{h,i}$ and $\mathcal{T}_i^{\Delta t}$ can be avoided.

### 6. Control of the velocity divergence and improved error estimates.

In this section we establish stability and error estimates for the velocity divergence, along with an improved error bound for the rest of the variables, as noted in Remark 5.2 above. For this section only, we make the following assumption on the temporal discretization:

\begin{equation}
\forall i, j, \quad W_{i,j}^{\Delta t} = \Lambda_{i,j}^{\Delta t} = W^T_{i,j}.
\end{equation}

In particular, we assume that all subdomains and mortar interfaces have the same time discretization, which we denote by $W^T_{\Delta t}$. Let $t^k$, $k = 0, \ldots, N$, be the discrete times and let $q$ be the polynomial degree in $W^T_{\Delta t}$. In this section, consequently, $\Delta T = \Delta t$ and $s = q$.

Note that under assumption (6.1), $V_{h,0}^{\Delta t}$ consists of functions that are in $V_{h,0}$ pointwise in time on each time interval.

We will utilize the Radau reconstruction operator $\mathcal{I}$ [14, 31], which satisfies, for any $\varphi(x, \cdot) \in W^{\Delta t}$, $\mathcal{I} \varphi(x, \cdot) \in H^1(0, T)$, $\mathcal{I} \varphi(x, \cdot)|_{(t^{k-1}, t^k)} \in P_{q+1}$, such that

\[ \int_{t^{k-1}}^{t^k} \partial_t \mathcal{I} \varphi \phi = \int_{t^{k-1}}^{t^k} \partial_t \varphi \phi + [\varphi]_{k-1} \phi^+_{k-1} \quad \forall \phi(x, \cdot) \in W^{\Delta t}. \]

Recalling (3.3), this implies that

\[ \int_0^T \partial_t \mathcal{I} \varphi \phi = \int_0^T \tilde{\partial}_t \varphi \phi \quad \forall \phi(x, \cdot) \in W^{\Delta t}. \]

Then the second equation (3.4b) of the space-time mortar mixed method can be rewritten as

\begin{equation}
(6.2) \quad (\partial_t P_h^{\Delta t}, w)_{\Omega T} - b_l^T(u_h^{\Delta t}, w) = (q, w)_{\Omega T} \quad \forall w \in W_h^{\Delta t}.
\end{equation}

\[ \int_0^T \partial_t \mathcal{I} \varphi \phi = \int_0^T \tilde{\partial}_t \varphi \phi \quad \forall \phi(x, \cdot) \in W^{\Delta t}. \]
For notational convenience, for \( v \in V \), let \( \nabla_h \cdot v \in L^2(\Omega) \) be such that \( (\nabla_h \cdot v)|_{\Omega_i} = \nabla_i \cdot (v|_{\Omega_i})\) \( \forall i \).

### 6.1. Stability bound.

We establish a stability bound for \( \| \nabla_h \cdot u_h^{\Delta t} \|_{L^2(0,T;L^2(\Omega))} \) under assumption (6.1), this complements the bound (4.22) of Theorem 4.5.

**Theorem 6.1 (control of divergence).** Assume that condition (6.1) holds. Then, for the solution of the space-time mortar method (3.4), there exists a constant \( C > 0 \) independent of \( h, \Delta t, \text{ and } \Delta T \) such that

\[
\| \partial_t I p_h^{\Delta t} \|_{\Omega_T} + \| \nabla_h \cdot u_h^{\Delta t} \|_{\Omega_T} + \| u_h^{\Delta t} \|_{DG} \leq C(\| q \|_{\Omega_T} + \| \nabla \cdot K \nabla p_0 \|_{\Omega}).
\]

**Proof.** Since \( \partial_t I p_h^{\Delta t} \in W_h^{\Delta t} \) and \( \nabla_h \cdot u_h^{\Delta t} \in W_h^{\Delta t}, \) (6.3) implies that \( \partial_t I p_h^{\Delta t} + \nabla_h \cdot u_h^{\Delta t} = p_h^{\Delta t} \cdot q \). Therefore,

\[
(6.4) \quad \| \partial_t I p_h^{\Delta t} \|_{\Omega_T}^2 + \| \nabla_h \cdot u_h^{\Delta t} \|_{\Omega_T}^2 + 2(\partial_t I p_h^{\Delta t}, \nabla_h \cdot u_h^{\Delta t})_{\Omega_T} = \| p_h^{\Delta t} \cdot q \|_{\Omega_T}^2.
\]

To control the third term on the left, we note that, due to (6.1), (3.4a) implies that for each \( k = 1, \ldots, N \) and every \( t \in [t^{k-1}, t^k] \), it holds that

\[
a(u_h^{\Delta t}, v) + b(v, p_h^{\Delta t}) + b_T(v, \lambda_h^{\Delta T}) = 0 \quad \forall v \in V_h.
\]

Therefore, using that the initial data satisfy the above equation (see (4.19) and (4.16a)), we have

\[
(6.5) \quad a^T(\partial_t I u_h^{\Delta t}, v) + b^T(v, \partial_t I p_h^{\Delta t}) + b^T_T(v, \partial_t I \lambda_h^{\Delta T}) = 0 \quad \forall v \in V_h.
\]

Taking \( v = u_h^{\Delta t} \) in (6.5) and \( \mu = \partial_t I \lambda_h^{\Delta T} \) in (3.4c) and combining the equations, we obtain

\[
(6.6) \quad -b^T(u_h^{\Delta t}, \partial_t I p_h^{\Delta t}) = a^T(\partial_t I u_h^{\Delta t}, u_h^{\Delta t}) = \frac{1}{2} \| K^{-\frac{1}{2}} u_h^{\Delta t} \|_{DG}^2 - \frac{1}{2} \| K^{-\frac{1}{2}} (u_h^{\Delta t})_0 \|_{\Omega}^2
\]

using (6.2), (4.20), and (4.21) for the second equality. The assertion of the lemma follows by combining (6.4) and (6.6) and using (2.2), (4.19), and (4.17). \( \square \)

### 6.2. Improved a priori error estimate.

In this section we utilize the control on \( \| \nabla_h \cdot u_h^{\Delta t} \|_{\Omega_T} \) to obtain error estimates that avoid the factors \( h^{-\frac{1}{2}} \) and \( \Delta t^{-\frac{1}{2}} \) that appear in the error estimate (5.4), as well as the quasi-uniformity assumption on the space and time meshes \( T_{h,i} \) and \( T_i^{\Delta t} \). To this end, we will use an alternative time interpolant. Let \( \tilde{p}_h^{\Delta t} : H^1(0,T) \rightarrow W_h^{\Delta t} \) be such that, for any \( \varphi \in H^1(0,T), \)

\[
(6.7) \quad \forall k = 1, \ldots, N, \int_{t^{k-1}}^{t^k} (\tilde{p}_h^{\Delta t} \varphi - \varphi)w = 0 \quad \forall w \in P_{q-1}, \quad (\tilde{p}_h^{\Delta t} \varphi)_0 = \varphi(t^k).
\]

Let us further set \( (\tilde{p}_h^{\Delta t} \varphi)_0 = \varphi(0) \) and define the space-time interpolant

\[
(6.8) \quad \tilde{p}_h^{\Delta t} = \tilde{p}_h^{\Delta t} \circ p_h.
\]

The following properties of \( \tilde{p}_h^{\Delta t} \) and \( \tilde{p}_h^{\Delta t} \) will be useful in the analysis.
Lemma 6.2 (time derivative orthogonality). For all \( \varphi \in H^1(0,T) \) and \( w \in W_h^\Delta t \),

\[
\int_0^T \partial_t \varphi w = \int_0^T \partial_t \tilde{P}_{h}^\Delta t \varphi w. \tag{6.9}
\]

Furthermore, \( \forall \varphi \in H^1(0,T;L^2(\Omega)) \) and \( w \in W_h^\Delta t \),

\[
\int_0^T (\partial_t \varphi, w)_\Omega = \int_0^T (\partial_t \tilde{P}_{h}^\Delta t \varphi, w)_\Omega. \tag{6.10}
\]

Proof. Using (6.7), we write

\[
\int_0^T \partial_t \varphi w = \sum_{k=1}^N \int_{t_{k-1}}^{t_k} \partial_t \varphi w = \sum_{k=1}^N \left( - \int_{t_{k-1}}^{t_k} \varphi \partial_t w + \varphi(t_k)w_k^- - \varphi(t_{k-1})w_{k-1}^- \right)
\]

\[
= \sum_{k=1}^N \left( \int_{t_{k-1}}^{t_k} \varphi \partial_t w + (\tilde{P}_{h}^\Delta t \varphi)_k w_k^- - (\tilde{P}_{h}^\Delta t \varphi)_{k-1}^- w_{k-1}^+ \right)
\]

\[
= \sum_{k=1}^N \left( \int_{t_{k-1}}^{t_k} \partial_t \tilde{P}_{h}^\Delta t \varphi w + [\tilde{P}_{h}^\Delta t \varphi]_{k-1}^- w_{k-1}^+ \right) = \int_0^T \partial_t \tilde{P}_{h}^\Delta t \varphi w,
\]

where we used the definition (3.3) in the last equality. This establishes (6.9). The identity (6.10) follows from (6.9), using that \( \int_0^T (\partial_t \varphi, w)_\Omega = \int_0^T (\partial_t \tilde{P}_{h}^\Delta t \varphi, w)_\Omega \). \( \square \)

Consider the space-time interpolants \( \tilde{\Pi}_{h,0}^\Delta t = \tilde{P}_{h}^\Delta t \circ \Pi_{h,0} \) and \( \tilde{P}_{h}^\Delta t \) from (6.8) in \( W_h^\Delta t \). It is easy to see that, due to (6.1), \( \tilde{\Pi}_{h,0}^\Delta t \psi \in V_{h,0}^\Delta t \). Indeed, let \( \{v_j(x)\} \) be a basis of \( V_{h,0} \) and \( \tilde{\Pi}_{h,0}^\Delta t \psi(x,t) = \sum_j \alpha_j(t) v_j(x) \). Then \( \tilde{\Pi}_{h,0}^\Delta t \psi = \sum_j \tilde{P}_{h}^\Delta t \alpha_j(t) v_j(x) \in V_{h,0} \) for any fixed \( t \), implying that \( \tilde{\Pi}_{h,0}^\Delta t \psi \in V_{h,0}^\Delta t \). Similarly to (5.1a) and (5.1b), these interpolants satisfy

\[
\| \psi - \tilde{\Pi}_{h,0}^\Delta t \psi \|_{H^r} \leq C \sum_i \| \psi \|_{H^{r_i}(0,T;H^{r_k}(\Omega_i))} (h^{\frac{r}{2}} + \Delta t^{\frac{r}{2}})
\]

\[
+ C \| \psi \|_{H^{r_k}(0,T;H^{r_k+\frac{1}{2}}(\Omega_i))} (h^{\frac{r}{2}} + \Delta t^{\frac{r}{2}}), \tag{6.11}
\]

\[
0 \leq r_k \leq k + 1, \quad 0 \leq \delta_k \leq k + 1, \quad 1 \leq r_q \leq q + 1,
\]

\[
\| \nabla \cdot (\psi - \tilde{\Pi}_{h,0}^\Delta t \psi) \|_{L^2} \leq C \| \nabla \cdot \psi \|_{H^{r_k}(0,T;H^{r_k}(\Omega_i))} (h^{\frac{r}{2}} + \Delta t^{\frac{r}{2}}), \tag{6.12}
\]

\[
0 \leq r_i \leq l + 1, \quad 1 \leq r_q \leq q + 1,
\]

\[
\| \varphi - \tilde{P}_{h}^\Delta t \varphi \|_{L^2} \leq C \| \varphi \|_{H^{r_k}(0,T;H^{r_k}(\Omega_i))} (h^{\frac{r}{2}} + \Delta t^{\frac{r}{2}}), \tag{6.13}
\]

Bound (6.12) follows from \( \nabla \cdot \tilde{\Pi}_{h,0}^\Delta t \psi = \tilde{P}_{h}^\Delta t \nabla \cdot \psi \); cf. (4.8a). The use of \( \tilde{P}_{h}^\Delta t \) will allow us to avoid the term \( \Delta t^{\frac{r}{2}} \) in the error estimate.

We will also utilize the Scott–Zhang interpolant [35] \( S_{H,G} : H^1(\Gamma) \to \Lambda_{H,G} \cap C(\Gamma) \), which can be defined to preserve the trace on \( \partial \Gamma \) for a function \( \varphi \in H^1(\Gamma) \) such that \( \varphi = 0 \) on \( \partial \Gamma \). Thus \( \varphi - S_{H,G} \varphi \) can be extended continuously by zero to \( \partial \Omega \setminus \Gamma \) in the \( H^\frac{1}{2} \)-norm. Let us denote this extension by \( E(\varphi - S_{H,G} \varphi) \). Using the normal trace inequality, \( \forall \psi \in H(\text{div};\Omega_i) \), \( \| \psi \|_{H^{\frac{1}{2}}(\partial \Omega_i)} \leq C \| \psi \|_{H(\text{div};\Omega_i)} \), we have

\[
(\psi \cdot \n_i, \varphi - S_{H,G} \varphi)_{\Gamma_i} = (\psi \cdot \n_i, E(\varphi - S_{H,G} \varphi))_{\partial \Omega_i}
\]

\[
\leq \| \psi \cdot \n_i \|_{H^{-\frac{1}{2}}(\partial \Omega_i)} \| E(\varphi - S_{H,G} \varphi) \|_{H^{\frac{1}{2}}(\partial \Omega_i)}
\]

\[
\leq C \| \psi \|_{H(\text{div};\Omega_i)} \| \varphi - S_{H,G} \varphi \|_{H^{\frac{1}{2}}(\Gamma_i)}. \tag{6.14}
\]
Let $\tilde{S}_{H,T}^{\Delta t} = \tilde{P}_{H,T}^{\Delta t}$ be the space-time mortar interpolant. It has the approximation property [35]

$$\| \varphi - \tilde{S}_{H,T}^{\Delta t} \varphi \|_{L^2(0, T; H^s(\Gamma_i))} \leq C \| \varphi \|_{H^s(0, T; H^m(\Gamma_i))}(H^{m_0 - \alpha} + \Delta T^s),$$
for $1 \leq m \leq m + 1$, $1 \leq s \leq s + 1$, $0 \leq \alpha \leq 1$.

Similarly to (6.14), we have $\forall \varphi \in L^2(0, T; H^1(\Gamma))$ such that $\varphi = 0$ on $\partial T$ for a.e. $t \in (0, T)$ and $\forall \nu \in L^2(0, T; H(\text{div}; \Omega))$,

$$\langle \nu \cdot n, \varphi - \tilde{S}_{H,T}^{\Delta t} \varphi \rangle_{T_i} \leq C \| \nu \|_{L^2(0, T; H(\text{div}; \Omega))} \| \varphi - \tilde{S}_{H,T}^{\Delta t} \varphi \|_{L^2(0, T; H^2(\Gamma))}. $$

The use of (6.14) and (6.16) will allow us to avoid the $h^{-\frac{1}{2}}$ term in the error estimate.

We are ready to prove the following error estimate that improves the bound (5.4) of Theorem 5.1 under assumption (6.1).

**Theorem 6.3** (improved a priori error estimate). Assume that conditions (4.5a) and (6.1) hold and that the solution to (2.3) is sufficiently smooth. Then there exists a constant $C > 0$ independent of the mesh sizes $h$, $H$, $\Delta t$, and $\Delta T$, such that the solution to the space-time mortar MFE method (3.4) satisfies

$$\begin{align*}
&\| u(t^N) - (u_{h}^{\Delta t})_{N} - u \|_{\Omega} + \| u - u_{h}^{\Delta t} \|_{\Omega T} + \| \nabla h \cdot (u - u_{h}^{\Delta t}) \|_{\Omega T} \\
&+ \| p(t^N) - (p_{h}^{\Delta t})_{N} \|_{\Omega} + \| p - p_{h}^{\Delta t} \|_{\Omega T} + \| \lambda - \lambda_{H,T}^{\Delta t} \|_{\Omega T} \\
&\leq C \left( \sum_{i,j} \| u \|_{H^{s}(0, T; H^{r}(\Omega_{i,j}))(H^{r}(0, T; H^{s}+\frac{1}{2}(\Omega)))(H^{r}(0, T; H^{s}+\frac{1}{2}(\Omega))) \right) + \sum_{i,j} \| \lambda \|_{H^{s}(0, T; H^{r}(\Omega_{i,j}))(H^{r}(0, T; H^{s}+\frac{1}{2}(\Omega)))} \\
&\left( H^{r}(0, T; H^{s}+\frac{1}{2}(\Omega))(H^{r}(0, T; H^{s}+\frac{1}{2}(\Omega))) \right) \\
&\left( H^{r}(0, T; H^{s}+\frac{1}{2}(\Omega))(H^{r}(0, T; H^{s}+\frac{1}{2}(\Omega))) \right), \\
&0 < r_k \leq k + 1, 0 < \tilde{r}_k \leq k + 1, 1 \leq r_q \leq q + 1, \\
&0 \leq r_l \leq l + 1, \frac{1}{2} \leq m \leq m + 1, 1 \leq s \leq s + 1. \\
\end{align*}$$

**Proof.** Subtracting (5.5a)–(5.5b) from (2.5a)–(2.5b) and reasoning as below (5.5), we obtain the error equations, $\forall \nu \in V_{h,0}^{\Delta t}$, $w \in W_{h}^{\Delta t}$,

$$\begin{align*}
a^{T}(u - u_{h}^{\Delta t}, \nu) + b^{T}(\nu, \tilde{P}_{h}^{\Delta t}p - p_{h}^{\Delta t}) &+ b^{T}(\nu, \tilde{P}_{h}^{\Delta t}p - \tilde{P}_{h}^{\Delta t}p) + b^{T}(\nu, \lambda - \tilde{S}_{H,T}^{\Delta t}\lambda) = 0, \\
\left( \partial_{t}p - \tilde{P}_{h}^{\Delta t}p, \nu \right)_{\Omega T} - b^{T}(\tilde{\Pi}_{h,0}^{\Delta t}u - u_{h}^{\Delta t}, w) - b^{T}(u - \tilde{\Pi}_{h,0}^{\Delta t}u, w) = 0. \\
\end{align*}$$

We note the extra third terms in (6.18a) and (6.18b) compared to (5.6a) and (5.6b), which appear since $\tilde{P}_{h}^{\Delta t}$ has orthogonality only for $P_{h-1}$. We take $\nu = \tilde{\Pi}_{h,0}^{\Delta t}u - u_{h}^{\Delta t}$ and $w = \tilde{P}_{h}^{\Delta t}p - p_{h}^{\Delta t}$ and sum the two equations, obtaining
\[
\begin{align*}
\alpha^T (\tilde{\Pi}_{h,0}^\Delta t u - u_h^\Delta t, \tilde{\Pi}_{h,0}^\Delta t u - u_h^\Delta t) + (\partial_t p - \hat{\partial}_t p_h^\Delta t, \tilde{\Pi}_{h}^\Delta t p - p_h^\Delta t)_{\Omega_T} \\
= a^T (\tilde{\Pi}_{h,0}^\Delta t u - u, \tilde{\Pi}_{h,0}^\Delta t u - u_h^\Delta t) - b^T (\tilde{\Pi}_{h,0}^\Delta t u - u_h^\Delta t, p - \tilde{\Pi}_{h}^\Delta t p) \\
- b_h^T (\tilde{\Pi}_{h}^\Delta t u - u_h^\Delta t, \lambda - \tilde{\Delta}^\Delta T \lambda) + b^T (u - \tilde{\Pi}_{h,0}^\Delta t u, \tilde{\Pi}_{h}^\Delta t p - p_h^\Delta t).
\end{align*}
\] (6.19)

For the second term on the left, using (6.10), (4.20), and (4.21), we write
\[
(\partial_t p - \hat{\partial}_t p_h^\Delta t, \tilde{\Pi}_{h}^\Delta t p - p_h^\Delta t)_{\Omega_T} = \frac{1}{2} (\tilde{\Pi}_{h}^\Delta t p - p_h^\Delta t)_{\{0, \Omega_T \}}^2 - \frac{1}{2} \| \tilde{\Pi}_{h}^\Delta t p - p_h^\Delta t \|_{DG}^2.
\] (6.20)

Combining (6.19) and (6.20), and using the Cauchy–Schwarz and Young’s inequalities, we obtain
\[
\leq C \left( \| \tilde{\Pi}_{h,0}^\Delta t u - u \|_{\Omega_T}^2 + \| \tilde{\Pi}_{h}^\Delta t p - p_h^\Delta t \|_{DG}^2 \right) \\
+ C \| \hat{\Pi}_{h,0}^\Delta t u - u_h^\Delta t \|_{\Omega_T}^2 + C \| \partial_t p - \hat{\partial}_t p_h^\Delta t \|_{\Omega_T}^2 + C \| \tilde{\Pi}_{h}^\Delta t p - p_h^\Delta t \|_{\Omega_T}^2 \\
+ \frac{1}{2} \| \tilde{\Pi}_{h}^\Delta t p - p_h^\Delta t \|_{\{0, \Omega_T \}}^2 - \frac{1}{2} \| \tilde{\Pi}_{h}^\Delta t p - p_h^\Delta t \|_{DG}^2.
\] (6.21)

where we used (6.16) in the first inequality. To complete the estimate, we bound the pressure, mortar, and divergence errors.

The inf-sup condition for the weakly continuous velocity (4.7) and (6.18a) imply, using (6.16) and the triangle inequality,
\[
\| \tilde{\Pi}_{h}^\Delta t p - p_h^\Delta t \|_{\Omega_T} \leq C \left( \| \tilde{\Pi}_{h,0}^\Delta t u - u_h^\Delta t \|_{\Omega_T} + \| u - \tilde{\Pi}_{h,0}^\Delta t u \|_{\Omega_T} \right) \\
+ \| p - \tilde{\Pi}_{h}^\Delta t p \|_{\Omega_T} + \| \lambda - \tilde{\Delta}^\Delta T \lambda \|_{L^2(0, \Omega)}.
\] (6.22)

To bound the mortar error using the mortar inf-sup condition (4.11), we subtract (3.4a) from (2.5a), to obtain the error equation
\[
\begin{align*}
\alpha^T (u - u_h^\Delta t, v) + b^T (v, p - p_h^\Delta t) + b_h^T (v, \tilde{\Delta}^\Delta T \lambda - \lambda_h^\Delta T) + b^T (v, \lambda - \tilde{\Delta}^\Delta T \lambda) = 0 \\
\forall v \in V_h^\Delta t.
\end{align*}
\] (6.23)

The mortar inf-sup condition (4.11) and (6.23) imply, using (6.16) and the triangle inequality,
\[
\begin{align*}
\| \tilde{\Delta}^\Delta T \lambda - \lambda_h^\Delta T \|_{\Omega_T} \leq C \left( \| \tilde{\Pi}_{h,0}^\Delta t u - u_h^\Delta t \|_{\Omega_T} + \| u - \tilde{\Pi}_{h,0}^\Delta t u \|_{\Omega_T} \right) \\
+ \| p - \tilde{\Pi}_{h}^\Delta t p \|_{\Omega_T} + \| p - \tilde{\Pi}_{h}^\Delta t p \|_{\Omega_T} + \| \lambda - \tilde{\Delta}^\Delta T \lambda \|_{L^2(0, \Omega)}.
\end{align*}
\] (6.24)

Next, to bound the divergence error, using (6.2) and (6.10), we rewrite (6.18b) as
\[
\begin{align*}
(\partial_t (\tilde{\Pi}_{h}^\Delta t p - p_h^\Delta t), w)_{\Omega_T} - b^T (\tilde{\Pi}_{h,0}^\Delta t u - u_h^\Delta t, w) = b^T (u - \tilde{\Pi}_{h,0}^\Delta t u, w) \\
\forall w \in W_h^\Delta t.
\end{align*}
\]
concluding that \( \partial_t (T_P^p p - T_P^{p^t}) + \nabla_h \cdot (\tilde{\Pi}_{h,0}^t u - u_h^t) = -P_h^{\Delta t} (\nabla_h \cdot (u - \tilde{\Pi}_{h,0}^{\Delta t} u)) \).

Therefore,

\[
\begin{align*}
\| \partial_t (T_P^p p - T_P^{p^t}) \|^2_{\Omega_T} + \| \nabla_h \cdot (\tilde{\Pi}_{h,0}^t u - u_h^t) \|^2_{\Omega_T} \\
+ 2 (\partial_t (T_P^p p - T_P^{p^t}), \nabla_h \cdot (\tilde{\Pi}_{h,0}^t u - u_h^t))_{\Omega_T} \\
= \| P_h^{\Delta t} (\nabla_h \cdot (u - \tilde{\Pi}_{h,0}^{\Delta t} u)) \|^2_{\Omega_T}.
\end{align*}
\]

(6.25)

To control the third term on the left, we note that, due to (6.1), (6.5) holds, and combined with (2.5a) it implies that

\[
(6.26) \ a^T (\partial_t (u - T_u^2), v) + b^T (v, \partial_t (p - T_p^{p^t})) + b^T (v, \partial_t (\lambda - T_\Lambda^{\Delta t})) = 0 \ \forall \ v \in V_h^{\Delta t}.
\]

The first term is manipulated as

\[
(6.27) \ a^T (\partial_t (u - T_u^2), v) = a^T (\partial_t (u - \tilde{\Pi}_{h,0} u), v) + a^T (\partial_t (\tilde{\Pi}_{h,0} u - T_u^2), v)
\]

\[
= a^T (\partial_t (u - \tilde{\Pi}_{h,0} u), v) + a^T (\tilde{\Pi}_{h,0}^t u - u_h^t, v),
\]

using (6.9) and (6.2) in the last equality. For the second term in (6.26) we write

\[
(6.28) \ b^T (v, \partial_t (p - T_p^{p^t})) = b^T (v, \partial_t (T_P^p p - T_P^{p^t}))
\]

using (6.10), (6.2), and the fact that \( \nabla_h \cdot v \in W_h^{\Delta t} \). The third term in (6.26) is manipulated as

\[
(6.29) \ b^T (v, \partial_t (\lambda - T_\Lambda^{\Delta t})) = b^T (v, \partial_t (\lambda - S_{H,T}^{\Delta t})) + b^T (v, \partial_t (S_{H,T}^{\Delta t} - T_\Lambda^{\Delta t}))
\]

\[
= b^T (v, \partial_t (\lambda - S_{H,T}^{\Delta t})) + b^T (v, \partial_t (S_{H,T}^{\Delta t} - T_\Lambda^{\Delta t}))
\]

using (6.9) and (6.2) in the last equality. Now, combining (6.26)–(6.29), taking \( v = \tilde{\Pi}_{h,0}^t u - u_h^t \in V_h^{\Delta t} \), and using that \( \partial_t (T_s^{\Delta t} p - T_s^{p^t}) \in \Lambda_h^{\Delta t} \) to deduce that the last term in (6.29) is zero, we obtain

\[
(6.30) \ (\partial_t (T_P^p p - T_P^{p^t}), \nabla_h \cdot (\tilde{\Pi}_{h,0}^t u - u_h^t))_{\Omega_T} = a^T (\partial_t (\tilde{\Pi}_{h,0}^t u - u_h^t, \tilde{\Pi}_{h,0}^t u - u_h^t) + a^T (\partial_t (u - \tilde{\Pi}_{h,0} u), \tilde{\Pi}_{h,0}^t u - u_h^t) + b^T (\tilde{\Pi}_{h,0}^t u - u_h^t, \partial_t (\lambda - S_{H,T}^{\Delta t})).
\]

Combining (6.25) and (6.30) and using (4.20), we arrive at

\[
(6.31) \ || \partial_t (T_P^p p - T_P^{p^t}) \|^2_{\Omega_T} + \| \nabla_h \cdot (\tilde{\Pi}_{h,0}^t u - u_h^t) \|^2_{\Omega_T} + |K|^{-1/2} (\tilde{\Pi}_{h,0}^t u - u_h^t) \|^2_{DG}
\]

\[
= -2a^T (\partial_t (u - \tilde{\Pi}_{h,0} u), \tilde{\Pi}_{h,0} u - u_h^t) + 2b^T (\tilde{\Pi}_{h,0}^t u - u_h^t, \partial_t (\lambda - S_{H,T}^{\Delta t}))
\]

\[
+ \| \tilde{\Pi}_{h,0}^t u - u_h^t \|^2_{\Omega_T} + \| \nabla_h \cdot (\tilde{\Pi}_{h,0}^t u - u_h^t) \|^2_{\Omega_T} + \| \nabla_h \cdot (u - \tilde{\Pi}_{h,0}^t u) \|^2_{\Omega_T}
\]

\[
\leq \epsilon_2 (\tilde{\Pi}_{h,0}^t u - u_h^t \|^2_{\Omega_T} + \| \nabla_h \cdot (\tilde{\Pi}_{h,0}^t u - u_h^t) \|^2_{\Omega_T}) + \| \nabla_h \cdot (u - \tilde{\Pi}_{h,0}^t u) \|^2_{\Omega_T}
\]

\[
+ C \left( \| \partial_t (u - \tilde{\Pi}_{h,0} u) \|^2_{\Omega_T} + \| \partial_t (\lambda - S_{H,T}^{\Delta t}) \|^2_{L^2 (0,T; H^1_0 (\Gamma)))} \right) + \| \tilde{\Pi}_{h,0}^t u - u_h^t \|^2_{\Omega_T}
\]

where we used the Cauchy–Schwarz and Young’s inequalities, as well as (6.14). Combining (6.21), (6.22), (6.24), and (6.31), taking \( \epsilon_1 \) and \( \epsilon_2 \) small enough, and using (2.2), we obtain
Finally, using the triangle inequality, the approximation properties (6.11)–(6.15), and the initial error bound (4.18), we arrive at (6.17). We remark that in the final bound, we kept only the term at time $t^N$ from the norm $\| \cdot \|_{DG}$, since the approximation error in the full $\| \cdot \|_{DG}$ norm involves a $\Delta t^{-\frac{1}{2}}$ factor, and used that $(\mathcal{P}^{\Delta t} \varphi)_{N} = \varphi(t^N)$; cf. (6.7).

Remark 6.4 (significance of the improved error estimate). The error estimate (6.17) avoids the factors $h^{-\frac{1}{2}}$ and $\Delta t^{-\frac{1}{2}}$, which appeared in the earlier bound (5.4), and thus provides optimal order of convergence for all variables. Moreover, it provides a bound on the velocity divergence error. To the best of the authors’ knowledge, such a result has not been established in the literature for space-time mixed finite element methods with a DG time discretization, even on a single domain.

7. Reduction to an interface problem. In this section we combine the time-dependent Steklov–Poincaré operator approach from [23] with the mortar domain decomposition algorithm from [3, 5] to reduce the global problem (3.4) to a space-time interface problem.

7.1. Decomposition of the solution. Consider a decomposition of the solution to (3.4) in the form

$$\bar{u}_{h,i}^{\Delta t} = u_{h,i}^{\Delta t,*}(\lambda_{h,i}^{\Delta t}) + \bar{u}_{h,i}^{\Delta t}, \quad p_{h,i}^{\Delta t} = p_{h,i}^{\Delta t,*}(\lambda_{h,i}^{\Delta t}) + p_{h,i}^{\Delta t}.$$  

Here, $u_{h,i}^{\Delta t,*} \in V_{h,i}^{\Delta t}$, $p_{h,i}^{\Delta t,*} \in W_{h,i}^{\Delta t}$ are such that for each $\Omega_{T, i}^T$, $(\bar{u}_{h,i}^{\Delta t,*})_{|\Omega_{T, i}^T} \in V_{h,i}^{\Delta t,*}$, $p_{h,i}^{\Delta t,*} \in W_{h,i}^{\Delta t,*}$ is the solution to the space-time subdomain problem in $\Omega_{T, i}^T$ with zero Dirichlet data on the space-time interfaces and the prescribed source term, initial data as in (4.19), and boundary data on the external boundary ($p = 0$ on $\partial \Omega$ in the present setting):

$$a_{h,i}^{T}(\bar{u}_{h,i}^{\Delta t,*}, \nu) + b_{h,i}^{T}(\nu, p_{h,i}^{\Delta t,*}) = 0 \quad \forall \nu \in V_{h,i}^{\Delta t,*},$$

$$\left(\partial_{t} p_{h,i}^{\Delta t,*}, w\right)_{\Omega_{T, i}^T} - b_{h,i}^{T}(\bar{u}_{h,i}^{\Delta t,*}, w) = (q, w)_{\Omega_{T, i}^T} \quad \forall w \in W_{h,i}^{\Delta t,*}.$$  

Furthermore, for a given $\mu \in A_{h,i}^{\Delta t}$, $u_{h,i}^{\Delta t,*}(\mu) \in V_{h,i}^{\Delta t}$, $p_{h,i}^{\Delta t,*}(\mu) \in W_{h,i}^{\Delta t}$ are such that for each $\Omega_{T, i}^T$, $(u_{h,i}^{\Delta t,*}(\mu))_{|\Omega_{T, i}^T} \in V_{h,i}^{\Delta t,*}$, $p_{h,i}^{\Delta t,*}(\mu) \in W_{h,i}^{\Delta t,*}$ is the solution to the space-time subdomain problem in $\Omega_{T, i}^T$ with Dirichlet data $\mu$ on the space-time interfaces and zero source term, initial data, and boundary data on the external boundary:

$$a_{h,i}^{T}(u_{h,i}^{\Delta t,*}(\mu), \nu) + b_{h,i}^{T}(\nu, p_{h,i}^{\Delta t,*}(\mu)) = - (\nu \cdot n_i, \mu)_{\Gamma_{i}^{T}} \quad \forall \nu \in V_{h,i}^{\Delta t,*},$$

$$\left(\partial_{t} p_{h,i}^{\Delta t,*}(\mu), w\right)_{\Omega_{T, i}^T} - b_{h,i}^{T}(u_{h,i}^{\Delta t,*}(\mu), w) = 0 \quad \forall w \in W_{h,i}^{\Delta t,*}.$$  

Note that both (7.2) and (7.3) are posed in the individual space-time subdomains $\Omega_{T, i}^T$ and can thus be solved in parallel (on the entire space-time subdomains $\Omega_{T, i}^T$, without
any synchronization on time steps). It is easy to check that (3.4) is equivalent to solving the space-time interface problem: find \( \lambda_H^{\Delta T} \in \Lambda_H^{\Delta T} \) such that
\[
(7.4) \quad -b^T_t (u_h^{\Delta t,*} (\lambda_H^{\Delta T}), \mu) = b^T_t (\mathbf{u}_h^{\Delta t}, \mu) \quad \forall \mu \in \Lambda_H^{\Delta T},
\]
and obtaining \( u_h^{\Delta t} \) and \( p_h^{\Delta t} \) from (7.1)–(7.3).

### 7.2. Space-time Steklov–Poincaré operator

The above problem can be written in an operator form: find \( \lambda_H^{\Delta T} \in \Lambda_H^{\Delta T} \) such that
\[
(7.5) \quad S \lambda_H^{\Delta T} = g,
\]
where \( S : \Lambda_H^{\Delta T} \rightarrow \Lambda_H^{\Delta T} \) is the space-time Steklov–Poincaré operator defined as
\[
(7.6) \quad \langle S \lambda, \mu \rangle_{\Gamma^T} = \sum_i \langle S_i \lambda, \mu \rangle_{\Gamma^T_i}, \quad \langle S \lambda, \mu \rangle_{\Gamma^T} = -\langle u_h^{\Delta t,*} (\lambda) \cdot \mathbf{n}, \mu \rangle_{\Gamma_i^T} \quad \forall \lambda, \mu \in \Lambda_H^{\Delta T},
\]
and \( g \in \Lambda_H^{\Delta T} \) is defined as \( \langle g, \mu \rangle_{\Gamma^T} = b^T_t (\mathbf{u}_h^{\Delta t}, \mu) \forall \mu \in \Lambda_H^{\Delta T} \).

**Lemma 7.1** (space-time Steklov–Poincaré operator). Assume that conditions (4.5) hold. Then the operator \( S \) defined in (7.6) is positive definite.

**Proof.** For \( \lambda, \mu \in \Lambda_H^{\Delta T} \), consider (7.3a) with data \( \mu \) and test function \( \mathbf{v} = u_h^{\Delta t,*} (\lambda) \). This implies, using (7.6),
\[
\langle S \lambda, \mu \rangle_{\Gamma^T} = a^T_t (u_h^{\Delta t,*} (\lambda), u_h^{\Delta t,*} (\lambda)) + b^T_t (u_h^{\Delta t,*} (\lambda), p_h^{\Delta t,*} (\lambda)) = a^T_t (u_h^{\Delta t,*} (\lambda), u_h^{\Delta t,*} (\lambda)) + (\partial \partial_p p_h^{\Delta t,*} (\lambda), p_h^{\Delta t,*} (\lambda))_{\Omega^T},
\]
where we have used (3.3b) with data \( \lambda \) and test function \( p_h^{\Delta t,*} (\lambda) \) in the second equality. Lemma 4.4 together with \( p_h^{\Delta t,*} (\lambda)(x, 0) = 0 \) (recall that zero initial data is supposed in (7.3)) imply that
\[
(7.8) \quad \langle S \mu, \mu \rangle_{\Gamma^T} \geq a^T_t (u_h^{\Delta t,*} (\lambda), u_h^{\Delta t,*} (\lambda)) \geq 0 \quad \forall \mu \in \Lambda_H^{\Delta T},
\]
hence \( S \) is positive semidefinite. Assume that \( \langle S \mu, \mu \rangle_{\Gamma^T} = 0 \). Then \( u_h^{\Delta t,*} (\lambda) = 0 \). The inf-sup condition for the weakly continuous velocity (4.7) and (7.3a) imply \( p_h^{\Delta t,*} (\lambda) = 0 \). Then the mortar inf-sup condition (4.11) and (7.3a) imply \( \mu = 0 \), thus \( S \) is positive definite.

Due to Lemma 7.1, GMRES can be employed to solve the interface problem (7.5). On each GMRES iteration, the dominant computational cost is the evaluation of the action of \( S \), which requires solving space-time problems with prescribed Dirichlet interface data in each individual space-time subdomain \( \Omega_i \times (0, T) \). The following result can be used to provide a bound on the number of GMRES iterations.

**Theorem 7.2** (spectral bound). Assume that conditions (4.5) hold. Let \( T_h,i \) be quasi-uniform and \( h \leq C h_i \) \( \forall i \). Then there exist positive constants \( C_0 \) and \( C_1 \) independent of the mesh sizes \( h, H, \Delta t, \) and \( \Delta T \) such that
\[
(7.9) \quad \forall \mu \in \Lambda_H^{\Delta T}, \quad C_0 \| \mu \|^2_{\Gamma^T} \leq \langle S \mu, \mu \rangle_{\Gamma^T} \leq C_1 h^{-1} \| \mu \|^2_{\Gamma^T}.
\]

**Proof.** Using (7.6), the Cauchy–Schwarz inequality, (5.3), and \( h \leq C h_i \), we obtain
\[
\langle S \mu, \mu \rangle_{\Gamma^T} \leq \| u_h^{\Delta t,*} (\lambda) \cdot \mathbf{n} \|_{\Gamma^T} \| \mu \|_{\Gamma^T} \leq C h^{-\frac{1}{2}} \| u_h^{\Delta t,*} (\lambda) \|_{\Omega^T} \| \mu \|_{\Gamma^T} \leq C h^{-\frac{1}{2}} \langle S \mu, \mu \rangle_{\Gamma^T} \| \mu \|_{\Gamma^T},
\]
where we used (7.8), which is also valid on each $\Omega^T_i$, in the last inequality. This implies the upper bound in (7.9).

To prove the lower bound in (7.9), we consider the set of auxiliary subdomain problems (4.12) with data $\mu$. Let $v_i = \Pi^\Delta_T h_{\Delta, i} \psi_i$ and recall that $v_i \cdot n_i = Q^\Delta_T h_{\Delta, i} \mu$. Using (4.6) and (7.3a), we have

$$\|\mu\|_{1,T}^2 \leq \sum_i \langle Q^\Delta_T h_{\Delta, i} \mu, Q^\Delta_T h_{\Delta, i} \mu \rangle_{1,T} = \sum_i \langle Q^\Delta_T h_{\Delta, i} \mu \rangle_{1,T} = \sum_i \langle v_i \cdot n_i \rangle_{1,T},$$

$$= -C \sum_i \left( a_i^T (u^\Delta_{\Delta, i} \mu, v_i) + b_i^T (v_i, p^\Delta_{\Delta, i} \mu) \right)$$

$$\leq C \sum_i \left( \|u^\Delta_{\Delta, i} \mu\|^2_{\Omega^T_i} + \|p^\Delta_{\Delta, i} \mu\|^2_{\Omega^T_i} \right)^{\frac{1}{2}} \|v_i\|_{L^2(0,T;\Omega)}$$

$$\leq C \left\{ \sum_i \|u^\Delta_{\Delta, i} \mu\|^2_{\Omega^T_i} \right\}^{\frac{1}{2}} \left\{ \sum_i \|\mu\|_{1,T}^2 \right\}^{\frac{1}{2}}$$

$$\leq C (S\mu, \mu)^{\frac{1}{2}} \|\mu\|_{1,T}.$$

In the next to last inequality above, we used the Cauchy–Schwarz inequality together with the inf-sup condition (4.7) and (7.3a) to bound $\|p^\Delta_{\Delta, i} \mu\|_{\Omega^T_i}$ and the elliptic regularity (4.15) to bound $\|v_i\|_{L^2(0,T;\Omega)}$. In the last inequality we used (7.8). This concludes the proof. \hfill \square

Theorem 7.2, combined with field-of-values analysis [36], implies convergence of GMRES for solving the interface problem (7.5), with the $k$th GMRES residual bounded by

\begin{equation}
(7.10) \quad \|r_k\| \leq \left( 1 - (C_0/C_1)^2 h^2 \right)^k \|r_0\|.
\end{equation}

8. Numerical results. In this section, we present several numerical results obtained with the space-time mortar method developed in section 3.2, illustrating the convergence rates and other theoretical results obtained in the previous sections, as well as its performance for problems with localized features in space and time and discontinuous permeability. The method is implemented for distributed memory parallel computers using the deal.II finite element package [7] with message passing interface (MPI).

In all examples we consider two-dimensional spatial domains and take the mixed finite element spaces $V_{h, i} \times W_{h, i}$ on the spatial subdomain $\Omega_i$ to be the lowest-order Raviart–Thomas pair $RT_0 \times DGQ_0$ (i.e., $k = 0$) on rectangular meshes [9], where $DGQ_l$ denotes the space of discontinuous piecewise polynomials of degree up to $l$ in each variable. Combining this with the lowest-order DG (backward Euler, $q = 0$) for time discretization on the mesh $T^\Delta_T$ gives us a space-time mixed finite element space $V_{h, i}^\Delta_T \times W_{h, i}^\Delta_T$ in $\Omega^T_i$ as detailed in section 3.1. In the convergence test in Example 1 we test two different choices for the mortar finite element space $\Lambda_{H, ij}^\Delta_T$ on the space-time interface mesh $T^\Delta_T$, with $\Delta T$ suitably chosen as a function of $\Delta t$, depending on the mortar space polynomial degree. These are discontinuous bilinear $DGQ_1$ ($m = s = 1$) and biquadratic $DGQ_2$ ($m = s = 2$) mortars, i.e., $\Lambda_{H, ij}$ and $\Lambda_{ij}^\Delta_T$ consist respectively of discontinuous piecewise first- or second-order polynomials in space/time. In Examples 2 and 3 we use discontinuous bilinear mortars.

For solving the interface problem identified in section 7.2, we have implemented the GMRES algorithm without a preconditioner. Developing a preconditioner for
the iterative solver, which could significantly reduce the number of iterations, and its theoretical analysis is a subject of future research.

8.1. Example 1: Convergence test. In this example, we solve the parabolic problem (2.1) with a known solution to verify the accuracy of the space-time mortar method. We also discuss the correspondence of the number of interface GMRES iterations to the theoretical estimate. We further compare the accuracy and computational cost with $DGQ_1$ and $DGQ_2$ mortar spaces. We use the known pressure function $p(x, y, t) = \sin(8t)\sin(11x)\cos(11y - \frac{\pi}{3})$ along with permeability $K = I_{2 \times 2}$ to determine the right-hand-side $q$ in (2.1) and impose the Dirichlet boundary condition and an initial condition on the space-time domain $\Omega^T = (0, 1)^2 \times (0, 0.5)$.

We partition the space domain $\Omega$ into four identical squares $\Omega_i$, $i = 1, 2, 3, 4$, with $\Omega_1 = (0, 0.5) \times (0, 0.5)$, $\Omega_2 = (0.5, 1) \times (0, 0.5)$, $\Omega_3 = (0, 0.5) \times (0.5, 1)$, and $\Omega_4 = (0.5, 1) \times (0.5, 1)$. The space-time domain $\Omega^T$ is correspondingly partitioned into four space-time subdomains $\Omega^T_i$, $i = 1, 2, 3, 4$. We start with an initial grid for each $\Omega^T_i$ and $\Gamma^T_i$, and refine it successively four times to test the convergence rate of the solutions with respect to the actual known solution. The subdomains $\Omega^T_i$ maintain a checkerboard nonmatching mesh structure throughout the refinement cycles. In particular, let $n_i$ be the number of elements in either the $x$- or the $y$-direction and let $N_i$ be the number of elements in the $t$-direction in subdomain $\Omega^T_i$. The initial grids are chosen as $n_1 = N_1 = 3$, $n_4 = N_2 = 2$, $n_3 = N_3 = 4$, and $n_4 = N_4 = 3$; see Table 8.1. Note that $h = \Delta t$. In the case of bilinear mortars, we maintain $H = 2h$ and $\Delta T = 2\Delta t$, halving the mesh sizes on each refinement cycle. For biquadratic mortars, we start with $H = 2h$ and $\Delta T = 2\Delta t$, but refine the mortar mesh only every other time to maintain $H = \sqrt{h}$ and $\Delta T = \sqrt{\Delta t}$. The coarser mesh on $\Gamma^T_i$ in the biquadratic mortar case $DGQ_2$ is compensated by the higher degree of the space. In particular, the last term on the right-hand side in the bound (5.4) from Theorem 5.1 gives $O(h^{-\frac{1}{2}}H^{m+1})$. With $m = 1$ and $H = O(h)$, this results in $O(h^{\frac{3}{2}})$, while with $m = 2$ and $H = O(h^2)$, it gives $O(h^3)$. Similarly, the last term in the bound (6.17) from Theorem 6.3 gives $O(H^{m+\frac{3}{2}})$. With $m = 1$ and $H = O(h)$, this results in $O(h^\frac{5}{2})$, while with $m = 2$ and $H = O(h^2)$, it gives $O(h^\frac{7}{2})$. In all cases, the order is no smaller than the optimal order $O(h)$ with respect to the $RT_0 \times DGQ_0$ finite element spaces.

Table 8.1. Example 1: Convergence test.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>$\Omega^T_1$</th>
<th>$\Omega^T_2$</th>
<th>$\Omega^T_3$</th>
<th>$\Omega^T_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>No.</td>
<td>$n_1$</td>
<td>$N_1$</td>
<td>#DoF</td>
<td>$n_2$</td>
</tr>
<tr>
<td>0</td>
<td>3</td>
<td>3</td>
<td>33</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>6</td>
<td>6</td>
<td>120</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>12</td>
<td>12</td>
<td>456</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>24</td>
<td>24</td>
<td>1776</td>
<td>16</td>
</tr>
<tr>
<td>4</td>
<td>48</td>
<td>48</td>
<td>7008</td>
<td>32</td>
</tr>
<tr>
<td>5</td>
<td>96</td>
<td>96</td>
<td>27840</td>
<td>64</td>
</tr>
<tr>
<td>6</td>
<td>192</td>
<td>192</td>
<td>110976</td>
<td>128</td>
</tr>
</tbody>
</table>

More details on the mesh refinement are given in Table 8.2. There we also report the number of spatial degrees of freedom of the spaces $RT_0 \times DGQ_0$ on $\Omega_i$, as well as the number of space-time degrees of freedom of the mortar space $DGQ_1$ or $DGQ_2$ on $\Gamma^T$. We note that these choices of subdomain and mortar spaces satisfy the mortar...
space-time condition (4.6), but do not satisfy the stronger temporal discretization conditions (4.5b) and (6.1).

In Tables 8.3 and 8.4 we report the relative errors with respect to the norm of the true solution, as well as the convergence rates as powers of the subdomain discretization parameters $h$ and $\Delta t$. We observe optimal first-order convergence of the method using both bilinear and biquadratic mortars. We note that the $\Delta t^{-1/2}$ loss in convergence rate in the bound from Theorem 5.1 is not observed in the numerical results. This indicates that the weaker mortar condition (4.6) may be sufficient in practice for the method to be well posed and optimally convergent. In Tables 8.3 and 8.4 we also report the growth rate for the number of GMRES iterations in the case of bilinear and biquadratic mortars, respectively. We recall that Theorem 7.2 bounds the spectral ratio of the interface operator $S$ by $\mathcal{O}(h^{-1})$. Thus, up to deviation from a normal matrix, the growth rate is expected to be $\mathcal{O}(h^{-0.5})$ [26, 27]. This is close to what we observe in Tables 8.3 and 8.4.

We further compare the performance of bilinear and biquadratic mortars. As expected from the theory, the accuracy of the two cases at the same refinement level is comparable, which is evident from Tables 8.3 and 8.4. On the other hand, since

---

### Table 8.2

<table>
<thead>
<tr>
<th>Ref.</th>
<th>$n^\Gamma (m=1)$</th>
<th>$N^\Gamma$</th>
<th>#DoF</th>
<th>$n^\Gamma (m=2)$</th>
<th>$N^\Gamma$</th>
<th>#DoF</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>16</td>
<td>1</td>
<td>1</td>
<td>36</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>64</td>
<td>2</td>
<td>2</td>
<td>144</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>4</td>
<td>256</td>
<td>2</td>
<td>2</td>
<td>144</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>8</td>
<td>1024</td>
<td>4</td>
<td>4</td>
<td>576</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>16</td>
<td>4096</td>
<td>8</td>
<td>8</td>
<td>2304</td>
</tr>
</tbody>
</table>

---

### Table 8.3

<table>
<thead>
<tr>
<th>Ref.</th>
<th>GMRES</th>
<th>$|u-u_{h}^{\Delta t}|_{L^2(L^2)}$</th>
<th>$|p-p_{h}^{\Delta t}|_{DG}$</th>
<th>$|p-p_{h}^{\Delta t}|_{L^2(W)}$</th>
<th>$|\lambda-\lambda_{h}^{\Delta t}|_{L^2(\Lambda H)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>12</td>
<td>6.50e-01</td>
<td>1.21e+00</td>
<td>7.91e-01</td>
<td>7.98e-01</td>
</tr>
<tr>
<td>1</td>
<td>24</td>
<td>1.00</td>
<td>3.63e-01</td>
<td>4.76e-01</td>
<td>5.11e-01</td>
</tr>
<tr>
<td>2</td>
<td>40</td>
<td>0.74</td>
<td>1.74e-01</td>
<td>2.46e-01</td>
<td>2.34e-01</td>
</tr>
<tr>
<td>3</td>
<td>59</td>
<td>0.56</td>
<td>8.63e-02</td>
<td>1.02e-01</td>
<td>1.13e-01</td>
</tr>
<tr>
<td>4</td>
<td>82</td>
<td>0.47</td>
<td>4.29e-02</td>
<td>1.01e-01</td>
<td>1.13e-01</td>
</tr>
<tr>
<td>5</td>
<td>112</td>
<td>0.41</td>
<td>2.14e-02</td>
<td>1.00e-01</td>
<td>1.00e-01</td>
</tr>
<tr>
<td>6</td>
<td>149</td>
<td>0.39</td>
<td>1.07e-02</td>
<td>1.00e-01</td>
<td>1.00e-01</td>
</tr>
</tbody>
</table>

---

### Table 8.4

<table>
<thead>
<tr>
<th>Ref.</th>
<th>GMRES</th>
<th>$|u-u_{h}^{\Delta t}|_{L^2(L^2)}$</th>
<th>$|p-p_{h}^{\Delta t}|_{DG}$</th>
<th>$|p-p_{h}^{\Delta t}|_{L^2(W)}$</th>
<th>$|\lambda-\lambda_{h}^{\Delta t}|_{L^2(\Lambda H)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>19</td>
<td>6.81e-01</td>
<td>1.35e+00</td>
<td>8.39e-01</td>
<td>2.13e+00</td>
</tr>
<tr>
<td>2</td>
<td>38</td>
<td>0.50</td>
<td>1.70e-01</td>
<td>3.51e-01</td>
<td>2.51e-01</td>
</tr>
<tr>
<td>4</td>
<td>60</td>
<td>0.33</td>
<td>4.48e-02</td>
<td>9.59e-02</td>
<td>6.59e-02</td>
</tr>
<tr>
<td>6</td>
<td>63</td>
<td>0.04</td>
<td>1.06e-02</td>
<td>1.92e-02</td>
<td>1.55e-02</td>
</tr>
</tbody>
</table>
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the biquadratic mortar space $DGQ_2$ has far fewer degrees of freedom compared to bilinear mortar space $DGQ_1$, the former requires fewer GMRES iterations. Thus, higher mortar degrees $m, s$ with a coarser mortar mesh results in a computationally more efficient method compared to smaller $m, s$ and a finer mortar mesh.

Finally, the computed solution is presented in three-dimensional space-time plots in Figures 8.1 and 8.2. Note that the $z$-axis corresponds to time direction $t$. The plots clearly show the continuity of the pressure and the normal component of the velocity, which is imposed in a weak sense, across the space-time interfaces.

8.2. Example 2: Problem with a boundary layer. In this example we demonstrate the advantages of applying the multiscale mortar space-time domain decomposition method to a problem where the solution variables, pressure and velocity, vary on different scales across the space-time domain. For this, we use the known solution, $p(x, y, t) = 1000xy te^{-(x^2+y^2+\frac{1}{4}t^2)}$ along with permeability $K = I_{2 \times 2}$ to determine the right-hand-side $q$ in (2.1) and impose the Dirichlet boundary condition and an initial condition on the space-time domain $\Omega^T = (0, 1)^2 \times (0, 0.5)$. By construction, $p(x, y, t)$ varies rapidly in both space and time along the lower-left corner of $\Omega^T$, forming a sharp boundary layer. The pressure decays exponentially away from this corner and is close to zero over a large part of the domain. This calls for an efficient multiscale method that would take advantage of the multiscale nature of the problem and provide better resolution around the lower-left corner compared to the rest of $\Omega^T$. 

Fig. 8.1. Example 1, pressure computed with bilinear mortars on the space-time grid, refinement 3.

Fig. 8.2. Example 1, $x$-component of the velocity computed using bilinear mortars on the space-time grid at refinement 3.
We partition $\Omega^T$ into $4 \times 4$ identical space-time subdomains $\Omega^T_i$. From knowledge about the variation of the true pressure, we design a multiscale space-time grid on $\Omega^T$, where the refinement of the grid on each $\Omega^T_i$ is proportional to the amount of pressure variation. The finest mesh on $\Omega^T_i$ has $h = 1/128$ and $\Delta t = 1/64$, and the coarsest mesh on $\Omega^T_i$ has $h = 1/8$ and $\Delta t = 1/8$; see Figure 8.3 for the mesh refinement. The coarser meshes on the majority of the space-time subdomains reduce the computational complexity of the subdomain solves associated with them. The mortar mesh sizes in space are chosen as follows. For vertical interfaces (fixed $x$) between subdomains on the bottom row, the one along the boundary layer, we set $H = 1/32$. For the next row of subdomains we set $H = 1/16$, and for the other two rows, $H = 1/8$. Similarly, for the horizontal interfaces (fixed $y$) between subdomains on the left column we set $H = 1/32$, for the second column, $H = 1/16$, and for the other two columns, $H = 1/8$. We choose $\Delta T = 1/8$ on all interfaces. These choices guarantee that the mortar assumption (4.6) is satisfied and that the dimension of the interface problem is reduced, while at the same time providing suitable resolution to enforce weakly flux continuity across the space-time interfaces. For comparison, we solve the problem using a uniformly fine and matching subdomain mesh with $h = H = 1/128$ and $\Delta t = \Delta T = 1/64$. A comparison of the number of GMRES iterations and the relative errors from the multiscale and the fine-scale methods is given in Table 8.5. It shows that the multiscale and the fine-scale solutions attain comparable accuracy. We observe slightly smaller relative errors in the fine-scale case because of the matching grids and higher resolution throughout the space-time domain. The slightly higher errors for the multiscale method are compensated by the cheaper subdomain solves and smaller interface problem that converges in fewer iterations compared to the fine-scale method.

The computed multiscale solution is presented in Figures 8.3 and 8.4. The plots show that the multiscale method provides good resolution where it matters—in the
regions with high solution variation. Moreover, we observe very good enforcement of continuity of both pressure and velocity across various space and time interfaces. A side-by-side comparison of the multiscale and fine-scale solutions is given in Figure 8.5. It shows excellent agreement between the two solutions, illustrating that the less expensive multiscale method provides comparable accuracy to the more expensive fine-scale method.

8.3. Example 3: Heterogeneous model. In this example we show the performance of the method for a problem with a heterogeneous coefficient $K$, with varying permeability contrast. We still take the space-time domain $\Omega^T = (0, 1)^2 \times (0, 0.5)$, and we subdivide the spatial domain into three vertical layers $\Omega_1 = (0, 0.4) \times (0, 1)$, $\Omega_2 = (0.4, 0.6) \times (0, 1)$, and $\Omega_3 = (0.6, 1) \times (0, 1)$. Each subdomain $\Omega_i$ has a constant scalar permeability $K_i$. We keep the value in $\Omega_1$ and $\Omega_3$ fixed to 1, and we vary the value in $\Omega_2$.

Both the source and the initial condition are taken as zero. The boundary conditions are chosen to create a diagonal flow across the domain. We impose the pressure on all sides, varying linearly in both time and space, taking the boundary trace of the function $p(x, y, t) = \min(t/0.05, 1)xy$. For this example, no analytical solution is available, so no convergence results are presented.

In order to compare the respective effects of the mesh size and the permeability contrast, we use two refinement levels in both space and time. For each subdomain $\Omega_i$, the mesh size in both space dimensions, as well as in time, is the same and is
Fig. 8.6. Example 3, pressure in space-time, cut along the plane $y = 0.5$; Left: coarse grid; right: fine grid.

Fig. 8.7. Example 3, pressure in space at different times. Left to right: $t = 0.05$, $t = 0.25$, $t = 0.5$.

Table 8.6

<table>
<thead>
<tr>
<th>$K_2$</th>
<th>$10^0$</th>
<th>$10^{-1}$</th>
<th>$10^{-2}$</th>
<th>$10^{-3}$</th>
<th>$10^{-4}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coarse</td>
<td>59</td>
<td>41</td>
<td>57</td>
<td>87</td>
<td>80</td>
</tr>
<tr>
<td>Fine</td>
<td>92</td>
<td>57</td>
<td>69</td>
<td>107</td>
<td>118</td>
</tr>
</tbody>
</table>

denoted by $\Delta_i$. For both interfaces, the mesh size in space and time is the same and is denoted by $\Delta_T$. At the coarse level, we take $\Delta_1 = 0.05$, $\Delta_2 = 0.0125$, $\Delta_3 = 0.025$, and $\Delta_T = 0.05$. The fine discretization is a refinement by two.

The computed solution with $K_2 = 10^{-2}$ is presented in Figures 8.6 and 8.7. Figure 8.6 shows a space-time view of the pressure for both coarse and fine grids, with the grid superimposed, so one can see the refined grid in the central domain as well as the evolution of the solution.

Figure 8.7 shows snapshots of the pressure at several times, illustrating the sharp gradient in the central domain, which is well resolved by the finer grid in this region.

Finally, we look at the number of iterations as both the permeability contrast and the grid resolution are varied. Table 8.6 shows the number of iterations as a function of the permeability value in the central layer, for both grid resolutions. We observe only a small variation in the number of iterations over a $10^4$-fold increase in the permeability contrast, which illustrates the robust behavior of the method with a discontinuous coefficient. Also, the number of iterations with the fine grid increases approximately like the square root of the number of mesh elements in each direction, similarly to Example 1.
9. Conclusions. We presented a space-time domain decomposition mixed finite element method for parabolic problems that allows for nonmatching spatial grids and local time stepping via space-time mortar finite elements. Well-posedness and a priori error estimates were established. A parallel nonoverlapping domain decomposition algorithm was developed, which reduces the algebraic problem to a coarse-scale interface problem for the mortar variable. The theoretical results and the flexibility of the method were illustrated in a series of numerical experiments. Future work may include the development and analysis of a Neumann–Neumann preconditioner for the interface problem in section 7 as in [23], using techniques from [33], as well as deriving a posteriori error estimates, possibly building upon the ideas from [1, 2, 14].

REFERENCES


