On the unilateral contact between membranes

Part 2: A posteriori analysis and numerical experiments

by Faker Ben Belgacem!, Christine Bernardi?, Adel Blouza?®, and Martin Vohralik?

Abstract: The contact between two membranes can be described by a system of varia-
tional inequalities, where the unknowns are the displacements of the membranes and the
action of a membrane on the other one. A discretization of this system is proposed in
Part 1 of this work, where the displacements are approximated by standard finite elements
and the action by a local postprocessing which admits an equivalent mixed reformulation.
Here, we perform the a posteriori analysis of this discretization and prove optimal error
estimates. Next, we present numerical experiments that confirm the efficiency of the error
indicators.

Résumé: Le contact entre deux membranes peut étre décrit par un systeme d’inéquations
variationelles, ot les inconnues sont les déplacements des deux membranes et ’action d’une
membrane sur I'autre. Une discrétisation de ce systeme est présentée dans la premiere par-
tie de ce travail, ou les déplacements sont approchés par des éléments finis usuels et 'action
par un post-traitement local qui admet une reformulation mixte équivalente. Nous effec-
tuons ici ’analyse a posteriori de cette discrétisation, qui mene a des estimations d’erreur
optimales. Puis nous présentons des expériences numériques qui confirment 'efficacité des
indicateurs d’erreur.
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1. Introduction.

We are interested in the discretization of the following system, set in a bounded
connected open set w in R? with a Lipschitz-continuous boundary:

(—p1Auy — A= fi n w,
—p2 Aug + X = fo in w,
up —uz >0, A>0, (ug —uz)A=0 in w, (1.1)
UL =g on Jw,

Lup =0 on Ow.

Indeed, such a system is a model for the contact between two membranes and can easily
be derived from the fundamental laws of elasticity (more details are given in [4, §2]). In
this model, the unknowns are the displacements u; and us of the two membranes, and
the Lagrange multiplier A which represents the action of the second membrane on the first
one (equivalently, —\ represents the action of the first membrane on the second one). The
coefficients p11 and o are positive constants which represent the tensions of the membranes.
The data are the external forces f; and fs and also the boundary datum g: Indeed the
boundary conditions in system (1.1) mean that the first membrane is fixed on dw at the
height g, where g is a nonnegative function, and the second one is fixed at zero.

The analysis of problem (1.1) was first performed in [4, §3] in the case g = 0 of ho-
mogeneous boundary conditions (which is simpler but less realistic) and extended to the
general case in [5, §2]. In both situations, two variational problems are considered: A full
system satisfied by the three unknowns, made of a variational equality and a variational in-
equality, and a reduced problem consisting of a variational inequality, where the unknowns
are the displacements of the membranes. Relying on these formulations, we have proposed
in [5] a discretization made in two steps. In a first step, we introduce a finite element
discretization of the reduced problem, prove that the discrete problem is well-posed, and
establish optimal a priori estimates under minimal regularity assumptions. The discretiza-
tion of the full problem relies on the reduced discrete problem and can be seen as a local
postprocessing. It requires the introduction of a dual mesh and can be interpreted as a
finite volume scheme. The corresponding discrete problem is well-posed, and optimal a
priori error estimates are also derived.

After the pioneering works [14] by Hlavacek, Haslinger, Necas, and Lovisek (see The-
orem 4.2 in this book) and [1] by Ainsworth, Oden, and Lee, a huge amount of work has
been performed on the a posteriori analysis of variational inequalities, see, e.g., [21] and
[16] for an ellliptic inequality and [3], [12], [24] for an inequality which admits a mixed
formulation. It can be noted that, in these last papers, the mixed problem couples a
variational equality and an inequality. This analysis can be performed with non standard
norms [16], involve the construction of different types of error indicators such as residual
or hierarchical ones and also different types of discretizations [25].

A posteriori estimates relying on conforming fluxes and Prage and Synge type inequal-
ities [18] are derived in [14], [20], and [21]; this has been extended to nonconforming fluxes
in [6]. On the other hand, a way of handling the local nullity of the Laplace operator ap-
plied to piecewise affine functions is proposed in [15] and [23]; it relies on the introduction
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of an auxiliary function representing the flux which can be considered as an interpolate of
the gradient of the discrete displacement. By combining these two approaches, we intro-
duce a family of error indicators which can be written as the sum of three terms: The first
two ones are linked to the residual of the first two lines of system (1.1), while the third
one deals with the equation (u; — uz)A = 0 in the third line (indeed, the nonnegativity of
the two functions u; —ug and A is preserved by our discrete solution). We have decided to
perform the a posteriori analysis for the three unknowns, the displacements and the action
together. We thus prove optimal a posteriori error estimates, where “optimal” means that
both the upper and lower bounds of the error as a function of the indicators involve a
constant independent of the discretization parameter; moreover this constant is equal to
1 for the upper bound. In particular the term linked to the complementarity equation
that we derive is theoretically bounded and numerically negligible. Moreover, since the
upper bounds for the indicators are local, we think that they are an efficient tool for mesh
adaptivity.

Numerical experiments are performed in two cases: First for a given solution in order
to verify the good convergence properties of the discretization, second for an unknown
solution when working with a simple choice of the function g.

Acknowledgement: The authors are deeply grateful to Frédéric Hecht for his kind help
in using the detailed parts of the code FreeFem++. They also thank their referees whose
clever comments allowed them to improve this paper.

An outline of the paper is as follows.
e In Section 2, we recall the variational formulations of system (1.1) and its well-posedness.
Next, we describe the discrete problem that is proposed in [5, §3-4] and recall a priori error
estimates.
e A posteriori error estimates for this discretization are established in Section 3.
e Numerical experiments are presented in Section 4.



2. Presentation of the continuous and discrete problems.

We consider the full scales of Sobolev spaces H®(w) and H*(0w), s > 0, and, in order
to take into account the nonnegativity of the boundary condition g, the cones defined by

H (0w) = {k € H*(0w); k > 0 a.e. in dw}. (2.1)

We also need the space Hg (w) of functions in H'(w) which vanish on dw and its dual space
H~Y(w). For any function g in H? (dw), we define the space

H1 ={ve H'(w); v=gondw}. (2.2)

Next, we introduce the convex subset
A={x€eL?’w); x>0ae inw}. (2.3)
So we consider the following variational problem, for any data (f1, f2) in H~*(w) x

H7'(w) and g in H%(@w):
Find (u1,u2,\) in Hj(w) x Hg(w) x A such that

Y(vy,v2) € HY(w) x H} (w Z”Z / (grad u;)(x) - (grad v;)(x) dx

- / A@)os —w)(@)do = Y (fiw), (2D

Wy € A, /(X — N (@) (1 — ug)(@) da > 0,

where (-,-) denotes the duality pairing between H~1(w) and H}(w). It is readily checked
[5, Prop. 1] that problems (1.1) and (2.4) are equivalent. We sum up the main results
concerning this problem in the next proposition.

1
Proposition 2.1. For any data (f1, f2) in L?(w) x L*(w) and g in H2 (dw), problem (2.4)
has a unique solution (uy,uz,\) in H}(w) x Hg(w) x A. Moreover, this solution satisfies

el o) + 2l ) + M 22) < e (Ullzz) + 1f2llz2w) + 190 3 5,) (25)

and is such that (—Awuy, —Aug) belongs to L?(w) x L?*(w).
As standard for mixed problems, we also introduce the convex set

Ky = {(v1,v2) € Hgl(w) x Hy(w); v1 —vg >0 a.e. in w}, (2.6)

(since g is nonnegative, this last set is not empty) and consider the variational inequality
without Lagrange multiplier (which is called reduced problem in what follows for brevity)

Find (u1,u2) in K4 such that

2
V(v1,v2) € Ky, Z“i /(grad u;)(x) - (grad (v; — u;))(x) de
i=1 w

2
> Z(fi,ﬂi — Uj).
i=1

(2.7)



Indeed, it can be checked that, for any solution (uy, us, A) of problem (2.4), the pair (uq, us)
is a solution of problem (2.7). So this problem also admits a solution, and its uniqueness
is easily derived.

We first describe a discretization of problem (2.7). Assuming that w is a polygon, let
(7h)n be a regular family of triangulations of w (by triangles), in the usual sense [8, §3.2]
that:

e For each h, W is the union of all elements of 7j;

e The intersection of two different elements of 7}, if not empty, is a vertex or a whole edge
of both of them:;

e The ratio of the diameter hx of any element K of 7 to the diameter of its inscribed
circle is smaller than a constant o independent of h.

As usual, h denotes the maximum of the diameters hx, K € 7;,. In what follows, ¢, ¢/, ...,

stand for generic constants which may vary from line to line but are always independent
of h.

We use the discrete spaces given as
Xh:{UhEHl(w); VKE%,U}llKGPl(K)}, XOh:X}LﬂH&(w), (28)

where P;(K) denotes the space of restrictions to K of affine functions.

Next, in order to take into account the nonhomogeneous boundary condition on uq,
we assume that the datum ¢ belongs to H*"2(dw) for some s > 0. Thus, we define an
approximation g of g by Lagrange interpolation: The function g, is affine on each edge e
of elements of 7;, which is contained in dw and equal to g at each vertex of elements of 7,
which belongs to dw. We introduce the affine space

Xgn = {vn € Xp; v, = g on Ow}, (2.9)
together with the convex set
Kgn = {(vin,von) € Xgp x Xop; v1, — v2, > 0inw}. (2.10)
Finally, we consider an approximation f;; of each function f; in the space
Fp = {fn € L*(w); VK € Ty, falx € Po(K)}, (2.11)

where Py(K) is the space of restrictions to K of constant functions. More precisely, for
each triangle K in 7, fin|k is equal to the mean value of f; on K.

The reduced discrete problem is now derived from problem (2.7) by the Galerkin
method. It reads:

Find (u1p,u2n) in Kgp such that

V(v1n, van) € Kgn, Zui /(grad wip)(x) - (grad (vip — uzh))(w) dx

, (2.12)
> Z<fih,vih — Uih).
i—1

It is readily checked [5, Prop. 8 & Thm 9] that, for any data (fi, f2) in L?(w) x L?*(w) and
1
g in H_T_Jr2 (Ow), s > 0, problem (2.12) has a unique solution (uip, u2p) in Kgp.
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Let V), denote the set of vertices of elements of 7; which belong to w. We thus
introduce the Lagrange functions associated with the elements of Vj: For each a in Vj,
pq belongs to Xg, and satisfies

va(@)=1 and Va' €V,d #a, ¢q(a’)=0. (2.13)

We also denote by A, the support of ¢, and by 7, the set of elements of 7, that contain
a.

To describe the full discrete problem, we introduce a new set of nonnegative functions
Xa, @ € Vy, as follows: For each a in V), and with each K in 7,, we associate the
quadrilateral with vertices a, the midpoints of the two edges of K that contain a, and the
barycentre of K; we denote by D, the union of these quadrilaterals when K runs through
T,. All this is illustrated in the left part of Figure 1. Each function y, is then taken equal
to the characteristic function of D,,.

Figure 1. The meshes 75, Dy, and Sy

Let Dy, be the set of the Dy, a € V},, and Y}, be the space spanned by the y,. Thus,
it is readily checked that the set

Ap="{pn =" faXai ta >0}, (2.14)
acVy

is a convex cone contained in A. We also introduce a duality pairing between Y}, and Xy

by

Vi =Y ftaXa € Ya,Vor € Xon,

acVy
Gt = 3 @) Y [ oue) da

acVy, KeTg

(2.15)

We can now define functions A1, and A\gp, in Y, by the equations, where vy, and vy,
run through X,

(AMh,Vip)n = M1/

w

(grad uip)(x) - (grad vyp)(x) de — / fin(x)vip(x) de,
@ (2.16)

(Aoh, Van)p = —,ug/(gradugh)(w) - (grad vap ) (x) dw+/ fon(x)vop () dee.
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It can be checked [5, Prop. 12] that the functions A1, and Agj, defined in (2.16) coincide.
Note that the quantities \;, are constructed by a local fast process (see formula (4.1)).

The full discrete problem reads
Find (’ulh,UQh, )\h) in Xgh X XOh X Ah such that

2
V(v1n,van) € Xon x Xon, Y i /(graduih)(m) - (grad v ) (z) dz
=1
2 (2.17)
— (s v1n = van)n = Y _(fin, vin),
=1
Vxn € Ans (Xn — A, urn — u2n)n = 0.

It follows from [5, §4] that, for any data (fi, f2) in L*(w) x L?(w) and g in Hj_+%(8w),
s > 0, problem (2.17) has a unique solution (uip, uon, Ap) in Xgp x Xop X Ap. Moreover,
(i) For any solution (u1p,usp, Ap) of problem (2.17), the pair (uyp,usp) is the solution of
problem (2.12);

(ii) For any solution (u1p,usp) of problem (2.12), the function Ay, = A\jp, ¢ = 1,2, defined
in (2.16) gives rise to the solution (u1p, usn, Ap) of problem (2.17).

When the domain w is convex and for smooth enough data, an a priori estimate of
the errors ||u; — win||1(.) indicates that these errors behave like ¢ h. Unfortunately the
same estimate for ||\ — Au||g-1(.) is only established under a restrictive assumption on the
family of triangulations.

It can also be noted that the reduced problem (2.12) provides a natural algorithm for
uncoupling the unknowns and, once its solution (u1p, ugp) is known, computing A, consists
in solving a linear system with diagonal matrix, see (2.16).



3. A posteriori analysis.

We first introduce some further notation and define the three parts of error indicators
which are needed for our analysis. Next, we prove successively upper bounds of the error
as a function of the indicators (reliability) and upper bounds of the indicators as a function
of the error (efficiency). We conclude with a remark on the optimality of these results.

3.1. Some notation and the error indicators.

In order to describe the error indicators, we need a further notation. We first introduce
the set V}, of all vertices of elements of 7;,. With each vertex a in V}, which does not belong
to Vy,, we associate a polygon D, defined exactly as in Section 2. The set of all Dg, @ € Vh,
is denoted by Dj,. With each triangulation 7},, we also associate the triangulation S, built
in the following way: Any triangle K in 7}, is divided into six “small” triangles x by joining
the barycentre of K to its vertices and the middle of its edges, and these xk form the new
triangulation Sy, (see Figure 1). We refer to [15] for the first work involving the triple of
meshes (73, Dy, Sp).

Let H(div,w) denote the domain of the divergence operator, namely the space of
functions s in L?(w)? such that divs belongs to L?(w). On this triangulation S, we
define the space associated with Raviart—-Thomas finite elements [19]

Zy, = {sh € H(div,w); V& € Sy, snlx € RT(/{)}, (3.1)

where R7 (k) stands for the space of restrictions to s of polynomials of the form ¢+ dx,
c € R?, d € R. We recall from [19] that the linear forms: s — [ (s-n)(7)dr where n is
a unit normal vector to e and e runs through the edges of , are R7 (x)-unisolvent and
that the functions of Zj;, have a constant normal trace on each edge of elements of S;,. We
denote by &, the set of all edges of the x in Sy, and by &} the set of edges of the x which
are inside an element K of 7.
Following the approach in [23], we introduce the two fluxes ¢;;, in Zj, satisfying:

e on each edge e of £ which is inside an element K of 7,

(tin - m)|e = —pi On(win| k), (3.2)

(where n denotes one of the unit normal vectors to e),
e the same formula on each edge e of &, \ £ which is contained in dw,
e and finally, on each e of &, \ £ which is an edge of the elements K and K’ of 7p,

(tin - )l = =50 (9nutin] ) + On(uinlic): (3.3)

It follows from [19] that these equations define the t;;, in a unique way.

Denoting by hp the diameter of each D in D, we introduce the following constants:
(i) For each D in Dy, the Poincaré-Wirtinger constant ¢ is the smallest constant such
that

Vg& c HI(D), ”(p — ¢D||L2(D) < ng) hp ngad SDHL2(D)2> (34)

where B stands for the mean value of ¢ on D;
(ii) For each D in Dy, \ Dy, the Poincaré-Friedrichs constant ¢')" is the smallest constant
such that

Vo e HAD),  l¢lzam) < o ho llgrad o] 2oy, (3.5)
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where H}(D) denotes the space of functions in H'(D) which vanish on 9D N dw.
We denote by c¢p the constant ¢ if D belongs to D, \ Dy, and the constant ;™ if D
belongs to Dj,.

Next, we work with error indicators which can be written as the sum of three inde-
pendent parts, for each D in D), and for i = 1, 2:

] o ) df
(i) The diffusive flux estimators 772( D)

df)y _ 1,3 -3 -
nip’ = llpi graduin + p; *tinllL2(p)2; (3.6)

(ii) The residual error estimators 77@(8

1 _ .
iy = ephpp; * || fin — divtm — (—1)' Myl L2 (py; (3.7)

(iii) The estimators ng) related to the contact equation

) — o /D (i — tan) () () d. (3.8)

It can be noted that, despite the introduction of auxiliary unknowns, all these indicators
are easy to compute since they only involve constant or affine functions.

Remark 3.1. Let w® denote the contact zone, i.e., the set of points in @ where u; — uo
vanishes. We also define the discrete contact zone wj as the union of the elements K in
75, such that wy, — usp, vanishes at the three vertices of K. On the other hand, we recall
from [5, Eq. (4.8)] that, with the notation Ay, =,y Aa Xas

Va € Vi, /\a(ulh — ugh)(a) =0. (39)

So, the D, such that ng()l is not zero are such that wuy;, — w9 vanishes at a but not at
all vertices of A, (this corresponds to the standard choice of the quadrature formula).
Equivalently, such D, are contained in a small neighbourhood of the boundary of wj,
hence are not so many. A family of indicators which are similar to the ng) is introduced
in [24, §4] and considered as negligible while, for a slightly different problem, it appears in
[26] that this part of the indicators is smaller than the other ones only for h small enough.
This brings to light the fact that identifying the contact zone is a numerical challenge for

the problem that we consider.

In order to prove the first a posteriori error estimate, we introduce the energy semi-

norm, for any pair v = (vy,v2) in H'(w)?,

N[

[oll = (s |01 30 0y + 12 [02]70 ) (3.10)

To simplify the next proofs, setting uw = (u1,us2) and v = (v1,v2), we also consider the
bilinear forms

a(u,v) = Z,ui /(gradui)(m) - (grad v;)(x) dx (3.11)

and

b(v,x) = —/ x(x)(vy — v2)(x) de. (3.12)



3.2. Upper bounds for the error.

The idea to handle the nonhomogeneous data consists in introducing the solution

(t1, U2, A) of problem (2.4) with the f; replaced by f;; and g replaced by gp. Indeed, the
main error estimate relies on the triangle inequality

[ = un|| < flu—all + fla - ul. (3.13)

1
We also denote by H.?(Ow) the set of functions in L?(dw) such that their restrictions to

each edge v of dw belong to Hz () and by H*_% (Ow) its dual space.

Lemma 3.2. For any data (fi, fo) in L?(w) x L?(w), if the domain w is convex, the
following estimate holds

ENSRAT -3 :
|lu —al| < ;(Z Z (Ni *hil fi — fihHLQ(K))Q)

i=1 KeT, (3.14)
1
el =9ull 3 oy + VLR g —nl?y )
where the constant p(fi, f2) is given by
p(f1, f2) = I f1lle2w) + [ f2ll 22 - (3.15)
Proof: We proceed in three steps.
1) Let wy be the harmonic lifting of the function g — gy,; it satisfies
wilmiwy < cllg = 9nll 43 50 (3.16)
Moreover, we have
o Wi(z)p(x) de
urllay = swp | (5.17)
perrw) 9l
Since w is a convex polygon, for any ¢ in L?(w), the solution 9 of the equation
—AY =¢ inw, =0 ondw,
belongs to H?(w) and satisfies
On 1 < w)- 3.18
10u61,3., < ellellzac (3.13)
Moreover, by integrating twice by parts, we see that
[ m@e@ == [ (@-a)@O@w)0)
Combining this line with (3.17) and (3.18), we derive
< — 1 . 1
fwilzeo < cllg=onll, s, (3.19
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2) On the other hand, let ws be the solution in Hg(w)? of

2

Yo € Hy(Q)?, a(ws,v Z/ — fin)(®)v(x) de.

Obviously, we have
2
lwa | <Y " u i = finllzri -
i=1

Combining the definition of the H~!(w)-norm with the orthogonality of f; — fin to the
constants on all K in 7}, and the Poincaré-~Wirtinger inequality (3.4) now on each K leads

to, with obvious definition for c(jgw),

H’w2||<<ZM > (S hk | fi — fih||L2(K))2>§' (3.20)

KeTn

Moreover, since K is convex, c"” is smaller than 1 [17], [2].
3) The function u—u—w;, Wlth w; = (w1, 0), belongs to Hg (w)?. Applying twice problem
(2.4) with v equal to uw — @ — w; yields

whence

a(u—a,u—10) < alu—@,w) + b(wi, A — \) + alws, u — & — w).

By noting that a(w;,ws) = 0 and using the symmetry of the form a(-,-) together with
Cauchy—Schwarz inequalities, this gives

o — @2 < = ] w4+ wol] + A = My 0120
We recall from [5, Prop. 4] that
M E2 @) + M 22wy < ep(fi, f2),

Using the inequality ab < i(a? + b%) and noting that ||w; 4+ ws||? = w1 [|* + [|wal?, we
obtain
lw —all* < Jlws|* + lwall* + 2c p(f1, f2) lwill 2wz (3.21)

The desired estimate is thus derived by inserting (3.16), (3.19), and (3.20) into (3.21).

When w is not convex, estimate (3.14) still holds, but with ||g — gx|| o) replaced

1
-2
.2
by |9 — gnll o (ow) for some a, 0 < a < 1. In any case this estimate is optimal when the
datum g is smooth. A different way for handling this nonhomogeneous boundary condition
is proposed in [7, §2] but requires the further assumption g < g5 on dw that we prefer to

avoid here.
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We now establish the bound for the second term in (3.13). The proof follows the
approach of Prager and Synge [18].

Lemma 3.3. Assume that the data (f1, f2) belong to L?(w) x L?(w). Then, the following
estimate holds

2 3
& — | < ( 3 (Z(nf%f)+n(r)) +ng>)> . (3.22)

DeD,;, =1
Proof: Setting { = @ — u;, and using notation (3.11), we have
@ — upl]® = a(@ — wp, C).

Since ¢ vanishes on dw, we thus derive from the analogue of problem (2.7) that

2
ali—un¢) <Y / fin(@)C(@) dz — afun, 0),

whence

2
a(t — up, ¢ Z/ fin — (=1)"A) (®)¢i(x) dz — a(up, €) + b(C, An).
=1
Inserting the equation

/ (div 1) (2)C: () d = — / ti(z) - (grad &) (x) dz,

and using the nonpositivity of b(w, A\p) (since \;, is nonnegative), we obtain

a(t — up, ¢ <Z</ fin — divty — (=12 (2) G (x) de
(3.23)

N /(uf graduw, + u; * t)(@) - uf (grad () (@) dm) — b(un, An).

We now write the two integrals in this last inequality as a sum of integrals on the D in
Dy. We evaluate successively these integrals.
1) For all D in Dy,, we derive from the Cauchy—Schwarz inequality that

[t gradui ) (@) - (grad ) 2) de
D (3.24)

1 _1 1
< ||pui gradwin + p; * tinllL2(py2 |1 grad Gill L2 p)2-

2) For all D in Dy, \ Dy, by combining the Poincaré-Friedrichs inequality (3.5) with the
Cauchy—Schwarz inequality, we obtain

/ (fin — divty, — (1)) (2)¢(x) dee
D (3.25)

_1 ' , 1
<™ hpp; * || fin — divtig, — (=1)'Anll 22y |2 grad Gllpz(pye-
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3) A further argument is needed to handle this same integral on the elements D in Dj,. We
recall from [5, Form. (4.18)] (see also [23, Lemma 3.8] for similar arguments) the formula,
for : =1 and 2,

i (grad u;p)(x) - (grad ¢,)(x) de = (div t;p) () dee. (3.26)
i K; / grad u;,)(x) - (grad ¢ /D (divt,

We also use the expansion: A\, = Zaevh AaXa- Next, for each a in V,, we derive by
combining (2.15) with (3.26) the equivalent formulation of equations (2.16) (indeed, the
integral of ¢, on w is equal to meas(D,)):

Ao meas(Dy) = /Da (divtip)(z) de — /Da fin(x)dx 327

Ao meas(Dy) = — / (div tap)(x) dx + forn(x) dx
Dq Dq

Noting that A\, meas(Dg) is equal to [ Dy An(x) de, multiplying these equations by the

mean value ZT or Zij of ¢4 or (3 on D, and subtracting the first one from the second one,
we obtain

2
S [ divt, — ()W) (@) de = 0.
=1 a

Thus, we derive

Z /D (fin — divt;, — (_l)lAh)(-’L‘)Q(QJ) A

= i(/l) (fin — divt;, — (—1)i)\h)(:c) (Q(w) —Z?) da:),

To bound the right-hand side, we use the Poincaré~Wirtinger inequality (3.4), which gives

Z/;(fzh — dinih — (—1)2)\;1)(33)@(33) dx
. (3.28)

2
<> S hppg || fin — divti, — (=1) Ml 2 |1? grad G| 2 (py2.

To conclude, we observe that
—b(up, A\p) = Z U(C)-
DEDh

By inserting this last equation, (3.24), (3.25), and (3.28) into (3.23) and using appropriate
Cauchy—Schwarz inequalities, we obtain

~ df c
i — || < ( 3 Z (') + 1) ) = uhu+— S ).

DeD, =1 DeDy,

12



Using the inequality ab < 1(a? + b?) yields the desired estimate.

Theorem 3.4. Assume that the data (f1, f2) belong to L?(w) x L?(w) and that the domain
w is convex. Then, the following a posteriori error estimate holds between the solutions
u = (uy,uz2) of problem (2.7) and wj, = (uip,ugp) of problem (2.12)

2
o =] < ( > (Z (nip +np)’ n&?))

DEE}I i=1

2
# 2 (2 X halfi— fllzzo)’)
i=1 KTy,

c(lo =l ) + VAT g =il ).

1
2

(3.29)

>l|*—‘
=

We are also in a position to prove an upper bound for the error |A — Ap||g-1(w)-

Corollary 3.5. If the assumptions of Theorem 3.4 are satisfied, the following a posteriori
error estimate holds between the solutions (uy,us,\) of problem (2.4) and (uyp, uap, An)
of problem (2.17)

2 1

1A = Mnllgr-1 () < 2maX{M1§7M2§}(( > (X + )’ +n(c)))

N[

2
+ l(z Z ; Phillfi — fihHLZ(K))2> (3.30)

1 KeTy,

1
+c(llg—gnl,, 2 +Vo(fi. f2) lg —gnll® 1 :
H? (9w) H, % (w)

Proof: It follows from the definition of the norm of H~!(w) that

b(v, A — A\
A= Anllg-1) = sup b(v, A= An).
veH} (w)? |’U|H1((.u)2

Setting v = (v1, v2), we have

2

b(v, A= Ap) = > _(fi,vi) — a(u,v) — b, ),

=1

whence
2

b(v, A= An) =Y (fi,vi) — alun,v) — b(v, Ap) — a(u — up, v).
i=1
Evaluating the first three terms in the right hand-side of this equation follows exactly the
same lines as in the proof of Lemma 3.3, with ¢ replaced by v (which also vanishes on dw),
while the last term obviously satisfies

1 1
a(u — ) < [lu— w| max{uf 1 Yol e

Combining all this with Theorem 3.4 gives the desired estimate.

13



3.3. Upper bounds for the indicators.

We now intend to establish an upper bound of all indicators as a function of the local
error.
Remark 3.6. In the next proofs, we use several times the following property that we
prefer to recall once: If two closed domains 0; and 05 have disjoint interiors and are such
that the intersection do; Ndo, has a positive measure, every distribution ¢ in H~! (01 Uo02)
satisfies

el -1 (01) + 2l r-2(02) < V2l @lr-1 (01000)- (3.31)

Proposition 3.7. For i« = 1 and 2, the following bound holds for any estimator 77( )

defined in (3.6), @ € V},:

d
UED) <c (||,ul grad (u; — uin)|[L2(aq)2 + 1A = AnllH-1(aq)

+ Z hk Hfz'—fz'hHL2(K)>-

KeTlg

(3.32)

Proof: We only prove this bound for ¢ = 1 since its analogue for ¢ = 2 relies on exactly
the same arguments. By switching to the reference triangle and using the Piola transform
[10, Chap. III, Eq. (4.63)], we easily derive that

1
Vsy, € RT (k), ||ShHL2(m)2 < chg ||sph - nHLz(aﬁ).

1 _1
Applying this formula to s;, = pu grad uyy, + w1y 2ty (since grad uyy, is constant on x, it
belongs to R7 (k)), we obtain

df 1 1 _1
W%D) <c Z hi [|[(pf gradui, + gy *tin) - nf|L2ax)-

KESH,kCDg

1 _1
Note from (3.2) and (3.3) that (uf gradui, + pq 2t1) - m vanishes on all edges e in &
and on those contained in w, while it is equal to &+ times the jump of 9,u1, on the other
edges of &, \ &;. Denoting by L, the set of edges of elements of 7}, that contain a, this
yields

dt
W%D) <e Y h ||M1 [Onuin]ellz2 o), (3.33)
(eLa

where hy denotes the length of £ and [-], the jump through ¢. To bound these last terms,
we write the residual of the Laplace equation associated with u; — u1p. It reads, for any

vin Hg(Q):
1 /grad (u1 —ugp)(x) - (gradv)(x) de

= 5 ([t w@n@ e+ [ (h- i@pede+ [ (=A@ de

KET, K K

+3 2 [mBuanlr)e)dr),

EGEK

14



where L denotes the set of edges of K which are not contained in dw. Thus, fully standard
arguments (see [22, §1.2]) lead first to the estimate (note that Awuyy, is zero on each K)

hic | fin + w1 Aury + Ml 2y < ¢ (| grad (uy — uip)| L2k

(3.34)
+ N = Anllg-1 i) + b 11 — finllzzx)),

and second, if ¢ is shared by two elements K and K’,

he g Onuinlellrze < ¢ (llpf grad (ur — uin)|| 22 (curry> + 1A = Anllm-1(kur
+ hi [1f1 = finll2ce) + hie 11f1 = finlln2oen) -

By inserting this last estimate into (3.33), we obtain the desired bound.

Proposition 3.8. For ¢ = 1 and 2, the following bound holds for any estimator nz%)a

defined in (3.7), a € V},:

771(8(1 <c (“/LF grad (u; — uin)||22(Aq)2 + 1A = AnllH-1(20)

+ Z hx Hfi—fih“Lz(K))'

KeTq

(3.35)

Proof: There also, we only prove this bound for ¢ = 1. We first observe that
%
Ma S (D0 Whent fun = diven + Mllfei))
KC7q

Next we use the triangle inequality

11 1
| fin —divii, + Anll 2y < [ fin+ w1 Aurn + Anll 2y + 17 |07 Aurn +py > div g 2 k-

The first term is bounded in (3.34), while evaluating the second one relies on a standard
inverse inequality and (3.32).

Proposition 3.9. The following bound holds for any non-zero estimator ng) defined in
(3.8), D € Dy:

0 < co(fi, for 9) (lur — winll2oy + luz = uanllz2oy + 1A = Mll-1py),  (3.36)
where the constant o(f1,g2,9) is given for s > 0 by
o1 f209) = Wfillico + 1ol + ol e o (3.37)

Proof: Assume that n(DC) is not zero. Thus D belongs to Dy,. Since both A\j, and uyp — usp,

are nonnegative on D, it follows from [22, Lemma 3.3] that, if ¢p is the “bubble” function
which is affine on each element x of §;, contained in D, is equal to 1 in the internal vertex
a of D and vanishes on 0D,

UE)C) <c /D(U1h — ugp ) () Ap(x)Yp(x) de.

15



Thus, using the third line of problem (1.1), we derive
1 < (| [ = wa@0 - a)@vo(e) de
D

—l—‘ /D((u1 —ug) — (u1p — uzh))(m))\(w)QpD de

This yields

ny <e (HA = Al [(wan = w2n)¥pl ()

(3.38)
+ (llur = wnllze(o) + luz = uznllza(oy) IV ep 2 ).

By switching to the reference element for each k of Sj contained in D and noting from
(3.9) that, if D coincides with Dy, (u1p — ugp)(a) is zero, we obtain

|(u1h — u2n)¥p |1 (D) < ¢luin — Uanl g1 (D)-

It follows from standard arguments that, for any s > 0,
uih| i1 w) + [uznlmrw) < ¢ (1 filla-1) + 1 f2lla-1w) + Hg”H%+S(aw))'

Inserting this and the bound for [|A[[z2(.) stated in (2.5) into (3.38) leads to the desired
estimate.

Remark 3.10. The same arguments as previously yield that, in estimate (3.36), each
quantity ||u; — uin||r2(p), ¢ = 1 and 2, can be replaced by hp |u; — win| g1 (py, whence the
modified estimate

niy' < colfis fa,9) (ho [ur = winl ) + ho us = wanl (o) + |A = Mall 1)) (3.39)

Remark 3.11. It must be noted that the constants ¢ which appear in (3.32), (3.35) and
(3.36) only depend on the constants ¢;""” and ¢y ™ which are introduced in (3.4) and (3.5),
respectively, on the coefficents p; and ps, and also on the regularity parameter o of the
family of triangulations (7). We have not made this dependence explicit for simplicity.

3.4. Conclusions.

Let us assume for a while that the f;;, coincide with the f; and that g coincides with
g. In this case, estimates (3.29) and (3.30) read

1 . _1 _1
le = wnl] + S mingpy 1 * HIA = Al
2 , z (3.40)
<2 X (S0l +ol))
DeD,;, =1

It must be noted that no unknown constant appears in this estimate. Moreover, when
compared with the local estimates stated in Propositions 3.7 and 3.8

1
max{n\p), 1} < ¢ (ln? grad (u; — uin)| 12(a0)2 + A = Mallm-1(a0)); (3.41)

16



it appears that the 77ng2 and nz%)a are optimal quantities for evaluating the error in a sharp

way. On the other hand, when comparing (3.36) or (3.39) with (3.40), the indicators ng)
are not fully optimal according to the criteria for variational equations, but our results
seem the best possible ones for variational inequalities (see [4, Thms 7.2 & 7.5] and [12,
§4] for very similar results in different frameworks). In any case, numerical experiments
below confirm the observation of Remark 3.1 that these indicators are negligible. Moreover
estimates (3.32), (3.35), and (3.36) are local, in the sense that each indicator associated
with a domain D is bounded by the error in a small neighbourhood of D. So, these
indicators should provide an efficient tool for mesh adaptivity.

Remark 3.12. It can be seen from the proof of Lemma 3.3 that the a posteriori error
estimates (3.29) and (3.30) hold for any t;;, satisfying (3.2) only on the edges e of £ which
lie on the boundary of some D in Dj. On the other hand, the following choice of t;; is
proposed in [23]:

1) t;p - m is given by (3.2) on such edges e of £ which lie on the boundary of some D in
Dy;

2) t;; - m on the edges which lie in the interior of some D in D}, or on the boundary dw is
given so that

Agmeas(k) = L (divtip)(z)de — A fin(x)dx,
Agmeas(k) = —/

K

(3.42)
(dingh)(IB)dw+/f2h(w)dCU

for all k in Sj, contained in D,. It follows from [23, §4.3] that such t;, exist and can
be constructed locally in each D by only prescribing the given degrees of freedom (fluxes
through the edges). In particular, no (local) linear system solution is necessary. Even if
we do not prove the analogues of estimates (3.32) and (3.35) for the estimators associated
with these modified ¢;;,, numerical experiments [23] indicate that they are sharper than
the previous ones (i.e., the constant ¢ in (3.32) and (3.35) should be smaller). For this
reason, we make this new choice of the t;;, in our numerical calculations.

17



4. Numerical experiments.

The numerical simulations that we now present have been performed using the code
FreeFem++ due to Hecht and Pironneau, see [11]. In all cases, the implementation is made
as follows:

e We first solve the reduced discrete problem (2.12) via the primal-dual active set strategy.
Details on this algorithm can be found in [13].

e Next, we compute the action A\, as a solution of a linear system with diagonal matrix.
More precisely, it follows from (2.16) that the coefficients A\, @ € V}, are given by

Ag meas(Dg,) = ,ul/

w

(grad uip)(x) - (grad pg)(x) de —/fl(a:)goa(w) de. (4.1)

Note that only the mesh 7}, is involved in this problem, so that mesh adaptivity can be
realized via standard methods.

Remark 4.1. A still less expensive way of computing uy, and usp, relies on the following
observation: When setting uy = 1 u3+po us and u_ = uy —us, problem (1.1) is equivalent
to the system

—Auy =fi+f2 inw,
{ (4.2)
Uy = {1 g on Jw,
and
_Au__(ull—i_lﬁz))\:ifl_l%rﬁ 1w,
u_ >0, A>0, Au_=0 in w, (4.3)

u_ =g on Ow,

where the two unknowns u; and u_ are completely uncoupled. Of course, we use these
new unknowns for the computation. But we have preferred to present the analysis of
the discretization in the initial formulation, in view of the extensions to more than two
membranes and also to the contact between shells.

Mesh adaptivity is performed according to the following simple strategy:
e Initialization step: We first choose the initial mesh 7, such that the errors on the data
.fi = finllL2(w) and |lg — thH%(aw) are smaller than a given tolerance n*.

e Adaptation step: Given the triangulation 7,", we compute the solution (uf,,u%,, A}),
next the corresponding estimators nl%f), 772(8, and 77](30) together with their sum np. Then we
construct a new triangulation 7,"*" such that the diameter of any element in D' (with
obvious notation) which contains or is contained in an element D of D} is proportional to
the diameter of D times the ratio 7j/np, where 7 is the mean value of the np. We refer to
[9, Chap. 21] for the way of constructing such a mesh.

Of course, the adaptation step is iterated either a fixed number of times or until the total

estimator, namely the right-hand side of (3.40), becomes smaller than the tolerance n*.
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4.1. Case of a given solution.

In a first step, we work with a given solution in a disk in order to check the good
convergence properties of the discretization and the efficiency of the error indicators. Let
w denote the disk with centre (0,0) and radius 1. We use the polar coordinates (r,6) on
w.

We take pq and po equal to 1 for simplicity. The datum g on the boundary is now a
positive constant. We consider the triple (u1,us2, ) given by, for 0 < 6 < 27,

ui(r,0) = g (2r* — 1), 0<r<1, (4.4)
g(2r? —1), 0<r< -,
us(r,0) = { 1 )22 1) 0 <“i (4.5)
g T T \/5_17 \/5 — r — )
29, 0<r< s,
A(r,6) = { PSS (4.6)
0, 7§ S T S 1
Equivalently, this triple coincides with the solution of system (1.1) for the data f; and fo
given by
—10g 0<r<-L
_ ) — — \/57 4
fl(r79) {—89, \%Srgl, ( 7)
—6g 0<r<-L
) f— f— \/57
fa(r,0) = { 14+8r—18r2 V2 1 (4.8)
—g P V2—1’ 75 S r S 1.

The displacements u; and us of the membranes in the plane y = 0, with g equal to 0.05,
are presented in Figure 2.

Displacement
)

-0.01+

-0.02-

-0.03 1

-0.04

005 L L L L L L L L L
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
X

Figure 2. Displacements of the two membranes

Only for this experiment, we do not perform the initialization step in the adaptivity
process, in order to bring to light the influence of the discontinuities of the data f; and fs

on the computation. Note that a particular attention has to be paid so that the meshes

approximate correctly, with increasing level of refinement, the two circlesr = 1 and r = \%

L

Thus, since the action A is only non-zero on the disk r < and constant on this disk,

S
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the error [[A — Ap||g-1(w) is negligible in comparison of ||u — ||, so that we omit it on
the next figures.

Denoting by Nj, the cardinality of V},, i.e., the number of vertices of all K in 7T}, we
first present in the left part of Figure 3 the curves of the error ||u — wy| and different
estimators as a function of N}, in a sequence of uniformly refined meshes. In particular,
the O(h) a priori error estimate of Section 2 is confirmed: The experimental order of
convergence, defined as

h—
logep —logey, 1
1 (log Nt —log N2’

where e} is the error ||u — uy|| on the mesh 7,* and with obvious notation for the INV}', is
here close to 1.

10 E T \\\HH‘ T T T TTTIT T T T TITIIT T T TTTTT0T T \\\HE 10 E T T TTTTT T T TTTTT T T T TTTIT T T T TTTTIT T \\\Ht
E —e— error uniform B C —e— error uniform 7
r —=—est. uniform N C —=— estimate uniform |
107l \‘ —— dif. flux est. uniform| | + - @ -error adapt. B
E .\-\ osc. est. uniform |5 - - u -estimate adapt. |
: ] 107 =
S 107 = S F 3
o = E 5] C ]
> C b > L i
= L i [
2 - 2 r )
w10 = = b
- ] 10 = E
10_4§ - = 1
10757 L \\\HH‘ L \\\HH‘ L \\\HH‘ L \\\HH‘ L \\HHT 1073 L \\\HH‘ L \\\HH‘ L \\\HH‘ L \\\HH‘ oL
10’ 10° 10° 10* 10° 10° 10’ 10° 10° 10* 10° 10°
Number of vertices Number of vertices

Figure 3. Actual and estimated errors

The right part of Figure 3 presents the same curves but now both for uniform and
adapted meshes. It can be observed that, since the solution is regular, the gain due to
mesh adaptivity is very weak. We give the precise values of the errors and the convergence
order for different values of N in Table 1, for uniformly refined meshes.

Np |lu — wp|| | Convergence order
649 0.0315 1.0341
2513 0.0158 1.0198
9889 0.0079 1.0108
39233 0.0040 1.0056
156289 0.0020 1.0029

Table 1. Error and convergence order as a function of the number of vertices
We also clearly see that, if 7, denotes the quantity

= (X (S0 a2 o)) )

D€5h i=1

=
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and 821) represents the oscillations of the data, namely

N[

2
e = %(Z > (w 2hillfi - fih||L2(K))2) ; (4.10)

i=1 KeT,,

the sum n;, + 52‘1) provides an upper bound for the error ||u — up||. This is illustrated in

Figure 4, where the corresponding effectivity index, i.e., the ratio (n;, + 5551)) /llw—upll, is
given both for uniformly refined and adapted meshes.

45 T T TATTTT T T TTTTT T T T T T T TTTT T TTTT
—&— effectivity ind. uniform
- A -effectivity ind. adapt.

I
[} o IN
I I I

N
o
I

Energy error effectivity index

1 L \\\HH‘ L \\\HH‘ L \\\HH‘ L \\\HH‘ oL
' 10° 10° 10* 10° 10°
Number of vertices

Figure 4. Effectivity index as a function of NV},
Moreover, it can be observed that, even on a coarse mesh (nearly uniform mesh with
Np, = 173), the local error indicators provide a good evaluation of the error distribution,
see Figure 5 where the distribution of the error is presented in the left part and the error
indicators are presented in the right part.
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e i
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W 0320602 0 00576403
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\ D 00395715 W 0110E11
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W 00540441 W ni5zE
Py W) 00575747 W 0166637
W ma11054 | ko
b \ W n06dez6 W 019207
e W) 0681666 W 0200493
W 00716973 00211773
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Figure 5. Actual and estimated error distributions
To conclude with this experiment, we briefly describe the comparative behaviours of
the three parts of n;,, obviously denoted by n,(ldf), ng), and 7720), and also of 821) .

(i) For coarse meshes, the data oscillation estimator séd) dominates the other ones but,
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since the f; are pieewise regular, sgld) converges by one order faster and gets negligible for
fine meshes. We note that the local quantities hx||f; — finl/z2(k) are only nonzero in the

second membrane and for r > 1/ V/2. This is also the reason for the increased value of the
effectivity index on coarse meshes and its rapid decrease towards the optimal value of one.

(ii) The crucial contribution of 7, turns out to be given by n,(ldf).

(iii) The contact error estimator ngc) is four orders of magnitude smaller than 7, on coarse
meshes and it decays very rapidly.

(iv) The residual error estimators n}(lr) are zero thanks to the chosen construction of the
equilibrated fluxes proposed in Remark 3.12.

Finally, it can be checked that the lack of optimality of the estimator néc) (see Section 3.4)

is negligible: Indeed, all ng) are smaller than 10721,

4.2. Case of unknown solutions.

We make use of the adaptivity strategy described at the beginning of this section to
compute the adapted mesh and the corresponding solution. The domain w is now not

o Q =]0,3[x]0, 1[ [ J ]1, 2[x[1,2[. (4.11)

Figure 6. The displacements and action in the case (4.11) — (4.12)
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The coefficients p; and po are both equal to 1. The three data fi, f2, and g are now
given by

- )5 if (x,y) e]?p%[x]i’%[’
fi (xay) =0 onw and f2(x7y) - {O elsewhere, (412)

g(z,y) =0.05 on Jw.

5 TIx]L 3 the quantity 8;;1) is

Note that, at least when the mesh respects the square |7, 7[x]7, §
zero. Figure 6 presents the displacements uq;, and ug, (top part) and also the isovalues of
the action \;, (bottom part) for these geometry and data. Note that the contact zone is

easy to identify from these drawings.

Figure 7 presents the adapted mesh, for the same data in (4.12) and after 10 iterations
of the adaptation step.

Figure 7. The adapted mesh in the case (4.11) — (4.12)

To investigate the influence of the tension coefficients, we present in the following
tables and for the iteration n of the adaptation step first the number N}’ of vertices of all
K in 7;", second the three terms that appear in the right-hand side of (3.40), namely the
obviously defined quantities nédf), nér) and fr),(lc) (we skip the superscript n for simplicity).
Table 2 gives these values for the same tension coefficients 3 = ps = 1 while Table 3

presents them for different tension coefficients 3 = 1 and pe = 5.

n Ny ' s e

2 1454 0.04123 |3.19 x 10716 | 0.00387
4 1570 0.04007 |3.18 x 1076 | 0.00327
6 1593 0.04017 |3.17 x 10716 | 0.00316
8 1759 0.03643 |3.16 x 10716 | 0.00261
10 1809 0.03556 | 3.17 x 10716 | 0.00270

Table 2. The adaptation steps in the case (4.11) — (4.12) with gy = ps =1
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n Ny 7 7 e
2 1486 0.02466 | 1.79 x 10716 | 0.00162
4 1557 0.02444 | 1.87 x 10716 | 0.00148
6 1889 0.02060 | 1.84 x 1016 | 0.00096
8 2206 0.01785 | 1.86 x 10~16 | 0.00089
10 2296 0.01763 | 1.83 x 1076 | 0.00090

Table 3. The adaptation steps in the case (4.11) — (4.12) with g1 =1 and ps =5

In these experiments, the different parts of the indicators have exactly the same be-

. . 1.
haviour as described at the end of Section 4.1. The global error behaves like ¢ (N;')™2 in
both cases. The convergence is the same in the two cases, so that working with different

tension coefficients does not induce any further difficulty.
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