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Summary. We investigate explicit higher order time discretizations of linear second order hyperbolic problems. We study the even order ( $2 m$ ) schemes obtained by the modified equation method. We show that the corresponding CFL upper bound for the time step remains bounded when the order of the scheme increases. We propose variants of these schemes constructed to optimize the CFL condition. The corresponding optimization problem is analyzed in detail and the analysis results in a specific numerical algorithm. The corresponding results are quite promising and suggest various conjectures.

## 1 Introduction

We are concerned here with a very classical problem, namely the numerical approximation of second order hyperbolic problems, more precisely problems of the form

$$
\begin{equation*}
\frac{d^{2} u}{d t^{2}}+\mathcal{A} u=0 \tag{1}
\end{equation*}
$$

where $\mathcal{A}$ is a linear unbounded positive selfadjoint operator in some Hilbert space $V$. This appears to be the generic abstract form for a large class of partial differential equations in which $u$ denotes a function $u(x, t)$ from $\Omega \subset \mathbb{R}^{d} \times \mathbb{R}^{+}$ in $\mathbb{R}^{N}$ and $\mathcal{A}$ is a second order differential operator in space, of elliptic nature. Such models are used for wave propagation in various domains of application, in particular in acoustics, electromagnetism, and elasticity [18].

During the past 4 decades, a considerable literature has been devoted to the construction of numerical methods for the approximation of (1). The most recent research deals with the construction of higher order in space and conservative methods for the space semi-discretization of (1) (see for instance [11] and the references therein). These methods lead us to consider a family
(indexed by $h>0$, the approximation parameter which tends to $0-$ typically the stepsize of the computational mesh) of problems of the form:

$$
\begin{equation*}
\frac{d^{2} u_{h}}{d t^{2}}+\mathcal{A}_{h} u_{h}=0 \tag{2}
\end{equation*}
$$

where the unknown $u_{h}$ is a function of time with value in some Hilbert space $V_{h}$ (whose norm will be denoted $\|\cdot\|$, even if it does depend on $h$ ) and $\mathcal{A}_{h}$ denotes a bounded self-adjoint and positive operator in $V_{h}$ (namely an approximation of the second order differential operator $\mathcal{A}$ ). Several approaches lead naturally to problems of the form (2), among which

- variational finite differences $[10,12,1]$,
- finite element methods $[8,7]$,
- mixed finite element methods [9, 21],
- conservative discontinuous Galerkin methods [17, 15].

Of course, the norm of $\mathcal{A}_{h}$ blows up when $h$ goes to 0 , as

$$
\left\|\mathcal{A}_{h}\right\|=O\left(h^{-2}\right)
$$

It is well known that one has conservation of the discrete energy:

$$
E_{h}(t)=\frac{1}{2}\left\|\frac{d u_{h}}{d t}\right\|^{2}+\frac{1}{2} a_{h}\left(u_{h}, u_{h}\right)
$$

where $a_{h}(\cdot, \cdot)$ is the continuous symmetric bilinear form associated with $\mathcal{A}_{h}$. From the energy conservation result and the positivity of $\mathcal{A}_{h}$, one deduces a stability result: the norm of the solution $u_{h}(t)$ can be estimated in function of the norm of the Cauchy data:

$$
u_{0, h}=u_{h}(0), \quad u_{1, h}=\frac{d u_{h}}{d t}(0)
$$

with constants independent of $h$. This is also a direct consequence of the formula:

$$
u_{h}(t)=\left[\cos \mathcal{A}_{h}^{\frac{1}{2}} t\right] u_{0, h}+\left[\mathcal{A}_{h}^{-\frac{1}{2}} \sin \mathcal{A}_{h}^{\frac{1}{2}} t\right] u_{1, h}
$$

which yields

$$
\begin{equation*}
\left\|u_{h}(t)\right\| \leq\left\|u_{0, h}\right\|+t\left\|u_{1, h}\right\| . \tag{3}
\end{equation*}
$$

In what follows, we are interested in the time discretization of (2) by explicit finite difference schemes. More specifically, we are interested in the stability analysis of such schemes, i.e., in obtaining a priori estimates of the form (3) after time discretization. The conservative nature (i.e., the conservation of energy) of the continuous problem can be seen as a consequence of the time reversibility of this equation. That is why we shall favor centered finite difference schemes which preserve such a property at the discrete level.

The most well known scheme is the classical second order leap-frog scheme. Let us consider a time step $\Delta t>0$ and denote by $u_{h}^{n} \in V_{h}$ an approximation of $u_{h}\left(t^{n}\right), t^{n}=n \Delta t$. This scheme is

$$
\begin{equation*}
\frac{u_{h}^{n+1}-2 u_{h}^{n}+u_{h}^{n-1}}{\Delta t^{2}}+\mathcal{A}_{h} u_{h}^{n}=0 \tag{4}
\end{equation*}
$$

Of course, (4) must be completed by a start-up procedure using the initial conditions to compute $u_{h}^{0}$ and $u_{h}^{1}$. We omit this here for simplicity.

By construction, this scheme is second order accurate in time. Its stability analysis is well known and we have the (see for instance [18])

Theorem 1.1 A necessary and sufficient condition for the stability of (4) is

$$
\begin{equation*}
\frac{\Delta t^{2}}{4}\left\|\mathcal{A}_{h}\right\| \leq 1 \tag{5}
\end{equation*}
$$

Remark 1.2 The condition (5) appears as an abstract CFL condition. In the applications to concrete wave equations, it is possible to get a bound for $\left\|\mathcal{A}_{h}\right\|$ of the form,

$$
\left\|\mathcal{A}_{h}\right\| \leq \frac{4 c_{+}^{2}}{h^{2}}
$$

where $c_{+}$is a positive constant. This one has the dimension of a propagation velocity and only depends on the continuous problem: it is typically related to the maximum wave velocity for the continuous problem. Therefore, a (weaker) sufficient stability condition takes the form,

$$
\frac{c_{+} \Delta t}{h} \leq 1
$$

In many situations, it is also possible to get a lower bound of the form (where $c_{-} \leq c_{+}$also has the dimension of velocity),

$$
\left\|\mathcal{A}_{h}\right\| \geq \frac{4 c_{-}^{2}}{h^{2}}
$$

so that a necessary stability condition is,

$$
\frac{c_{-} \Delta t}{h} \leq 1
$$

Next we investigate one way to construct more accurate (in time) discretization schemes for (2). This is particularly relevant when the operator $\mathcal{A}_{h}$ represents a space approximation of the continuous operator $\mathcal{A}$ in $O\left(h^{k}\right)$ with $k>2$ : if one thinks about taking a time step proportional to the space step $h$ (a usual choice which is in conformity with a CFL condition), one would
like to adapt the time accuracy to the space accuracy. In comparison to what has been done on the space discretization side, we found very few work in this direction, even though it is very likely that a lot of interesting solutions could probably be found in the literature on ordinary differential equations [16]. Most of the existing work is in the context of finite difference methods, compact schemes, etc: see for instance $[12,25,10,2]$ or $[13,26]$ in the context of first order hyperbolic problems.

The content of the rest of this paper is as follows. In section 2, we investigate a class of methods for the time discretization of (2), based on the so-called modified equation approach. These schemes can be seen as even higher order variations around the leap-frog scheme of which they preserve the main properties: explicit nature, time reversibility, energy conservation. It appears that the computational cost of one time step of the scheme of order $2 m$ is $m$ times larger than for one step of the second order scheme. This can be counterbalanced if one can use larger time steps than for the second order scheme. This is where the stability analysis plays a major role (section 2). This one shows that even though the maximum allowed time step increases with $m$ (particularly for small even values of $m$ ), it remains uniformly bounded with $m$ (theorem 2.4). In section 3, we investigate the question of constructing other schemes, conceived as modifications of the previous one, that should satisfy:

- the good properties of the schemes (explicitness, conservativity, etc) and the order of approximation are preserved,
- the maximal time step authorized by the CFL condition is larger.

We formulate this as a family of optimization problems that we analyze in detail. We are able to prove the existence and the uniqueness of the solution of these problems (corollary 3.8) and to give necessary and sufficient conditions of optimality (theorems 3.5 and 3.7 ) that we use to construct an algorithm for the effective computation of the solutions of these optimization problems. This algorithm, as well as the corresponding numerical results, are presented and discussed in section 4 . Our first results are quite promising and show that the optimization procedure does allow us to improve significantly the CFL condition. However, the corresponding numerical schemes still have to be tested numerically. This will be the object of a forthcoming work.

## 2 Higher order schemes by the modified equation approach

### 2.1 The modified equation approach

It is possible to construct higher order schemes which remain explicit and centered. In particular, all the machinery of Runge-Kutta methods for ordinary differential equations [16] is available. Let us concentrate here on a classical
approach, the so-called modified equation approach [25, 5, 12]. For instance, to construct a fourth order scheme, we start by looking at the truncation error of (4),

$$
\frac{u_{h}\left(t^{n+1}\right)-2 u_{h}\left(t^{n}\right)+u_{h}\left(t^{n-1}\right)}{\Delta t^{2}}=\frac{d^{2} u_{h}}{d t^{2}}\left(t^{n}\right)+\frac{\Delta t^{2}}{12} \frac{d^{4} u_{h}}{d t^{4}}\left(t^{n}\right)+O\left(\Delta t^{4}\right)
$$

Using the equation satisfied by $u_{h}$, we get the identity,

$$
\frac{u_{h}\left(t^{n+1}\right)-2 u_{h}\left(t^{n}\right)+u_{h}\left(t^{n-1}\right)}{\Delta t^{2}}=-\mathcal{A}_{h} u_{h}\left(t^{n}\right)+\frac{\Delta t^{2}}{12} \mathcal{A}_{h}^{2} u_{h}\left(t^{n}\right)+O\left(\Delta t^{4}\right)
$$

which leads to the following fourth order scheme,

$$
\begin{equation*}
\frac{u_{h}^{n+1}-2 u_{h}^{n}+u_{h}^{n-1}}{\Delta t^{2}}+\mathcal{A}_{h} u_{h}^{n}-\frac{\Delta t^{2}}{12} \mathcal{A}_{h}^{2} u_{h}^{n}=0 \tag{6}
\end{equation*}
$$

This one can be implemented in such a way that each time step involves only 2 applications of the operator $\mathcal{A}_{h}$, using Horner's rule,

$$
u_{h}^{n+1}=2 u_{h}^{n}-u_{h}^{n-1}-\Delta t^{2} \mathcal{A}_{h}\left(I-\frac{\Delta t^{2}}{12} \mathcal{A}_{h}\right) u_{h}^{n}
$$

More generally, an explicit centered scheme of order $2 m$ is given by,

$$
\begin{equation*}
\frac{u_{h}^{n+1}-2 u_{h}^{n}+u_{h}^{n-1}}{\Delta t^{2}}+\mathcal{A}_{h}^{(m)}(\Delta t) u_{h}^{n}=0, \quad \mathcal{A}_{h}^{(m)}(\Delta t)=\mathcal{A}_{h} P_{m}\left(\Delta t^{2} \mathcal{A}_{h}\right) \tag{7}
\end{equation*}
$$

where the polynomial $P_{m}(x)$ is defined by,

$$
\begin{equation*}
P_{m}(x)=1+2 \sum_{l=1}^{m-1}(-1)^{l} \frac{x^{l}}{(2 l+2)!} \tag{8}
\end{equation*}
$$

Indeed, a Taylor expansion gives:

$$
u_{h}\left(t^{n \pm 1}\right)=u_{h}\left(t^{n}\right)+\sum_{k=1}^{2 m+1}( \pm 1)^{k} \frac{\Delta t^{k}}{k!} \frac{d^{k} u_{h}}{d t^{k}}\left(t^{n}\right)+O\left(\Delta t^{2 m+2}\right)
$$

so that

$$
\frac{u_{h}\left(t^{n+1}\right)-2 u_{h}\left(t^{n}\right)+u_{h}\left(t^{n-1}\right)}{\Delta t^{2}}=2 \sum_{k=1}^{m} \frac{\Delta t^{2 k-2}}{2 k!} \frac{d^{2 k} u_{h}}{d t^{2 k}}\left(t^{n}\right)+O\left(\Delta t^{2 m}\right)
$$

Since $\frac{d^{2 k} u_{h}}{d t^{2 k}}\left(t^{n}\right)=(-1)^{k} \mathcal{A}_{h}^{k} u_{h}\left(t^{n}\right)$, we also have:

$$
\begin{aligned}
& \frac{u_{h}\left(t^{n+1}\right)-2 u_{h}\left(t^{n}\right)+u_{h}\left(t^{n-1}\right)}{\Delta t^{2}} \\
& \quad=-\mathcal{A}_{h} u_{h}\left(t^{n}\right)+2 \sum_{k=2}^{m}(-1)^{k} \frac{\Delta t^{2 k-2}}{2 k!} \mathcal{A}_{h}^{k} u_{h}\left(t^{n}\right)+O\left(\Delta t^{2 m}\right)
\end{aligned}
$$

or equivalently

$$
\begin{aligned}
& \frac{u_{h}\left(t^{n+1}\right)-2 u_{h}\left(t^{n}\right)+u_{h}\left(t^{n-1}\right)}{\Delta t^{2}} \\
& \quad+\mathcal{A}_{h}\left[u_{h}\left(t^{n}\right)+2 \sum_{k=1}^{m-1}(-1)^{k} \frac{\Delta t^{2 k}}{(2 k+2)!} \mathcal{A}_{h}^{k} u_{h}\left(t^{n}\right)\right]=O\left(\Delta t^{2 m}\right)
\end{aligned}
$$

This identity leads to the scheme (7)-(8).
Using again Horner's rule for the representation of the polynomial $P_{m}$ reduces the calculation of $u_{h}^{n+1}$ to $m$ successive applications of the operator $\mathcal{A}_{h}(\Delta t)$, according to the following algorithm

- $\quad$ Set $u_{h}^{n, 0}=u_{h}^{n}$.
- Compute $u_{h}^{n, k}=u_{h}^{n, k-1}-2 \frac{\Delta t^{2} \mathcal{A}_{h} u_{h}^{n, k-1}}{(2 k+1)(2 k+2)}, \quad k=1, \cdots, m$,
- Set $u_{h}^{n+1}=u_{h}^{n, m}$.

In other words, since the most expensive step of the algorithm is the application of the operator $\mathcal{A}_{h}$ (a matrix-vector multiplication in practice), the computational cost for one time step of the scheme of order $2 m$ is only $m$ times larger than the computational cost for one time step of the scheme of order 2.

### 2.2 Stability analysis

The stability analysis of the higher order scheme (7) is similar to the one of the second order scheme but it is complicated by the fact that one must verify that the operator $\mathcal{A}_{h}(\Delta t)$ is positive, which already imposes an upper bound on $\Delta t$.

Theorem 2.1 A sufficient stability condition for scheme (7) is given by,

$$
\begin{equation*}
\Delta t^{2}\left\|\mathcal{A}_{h}\right\| \leq \alpha_{m} \tag{9}
\end{equation*}
$$

where we have defined

$$
\begin{equation*}
\alpha_{m}=\sup \left\{\alpha / \forall x \in[0, \alpha], 0 \leq Q_{m}(x) \leq 4\right\} \tag{10}
\end{equation*}
$$

with

$$
\begin{equation*}
Q_{m}(x)=x P_{m}(x)=x+2 \sum_{l=1}^{m-1}(-1)^{l} \frac{x^{l+1}}{(2 l+2)!} \tag{11}
\end{equation*}
$$

This condition is necessary as soon as the spectrum of $\mathcal{A}_{h}$ is the whole interval $\left[0,\left\|\mathcal{A}_{h}\right\|\right]$.

Proof. Using Von Neumann analysis [23] and spectral theory of self-adjoint operators (namely the spectral theorem [22]), it is sufficient to look at the $(\lambda$ parameterized) family of difference equations ( $u^{n}$ is now a sequence of complex numbers):

$$
\begin{equation*}
\frac{u^{n+1}-2 u^{n}+u^{n-1}}{\Delta t^{2}}+\lambda P_{m}\left(\lambda \Delta t^{2}\right) u^{n}=0, \quad \lambda \in \sigma\left(\mathcal{A}_{h}\right), \tag{12}
\end{equation*}
$$

where $\sigma\left(\mathcal{A}_{h}\right)$ is the spectrum of $\mathcal{A}_{h}$. The characteristic equation of this recurrence is

$$
r^{2}-\left[2-Q_{m}\left(\lambda \Delta t^{2}\right)\right] r+1=0
$$

This is a second degree equation with real coefficients. The product of the roots being 1 , the two solutions have modulus less than 1 - which is equivalent to the boundedness of $u^{n}$ - if and only if the discriminant of this equation is nonpositive, in which case the roots belong to the unit circle. This leads to $Q_{m}\left(\lambda \Delta t^{2}\right)\left[4-Q_{m}\left(\lambda \Delta t^{2}\right)\right] \geq 0$ or

$$
0 \leq Q_{m}\left(\lambda \Delta t^{2}\right) \leq 4
$$

If (9) holds, since $\sigma\left(\mathcal{A}_{h}\right) \subset\left[0,\left\|\mathcal{A}_{h}\right\|\right], \lambda \Delta t^{2} \in[0,4]$ which proves that (9) is a sufficient stability condition. The second part of the proof is left to the reader.

Remark 2.2 The equality $\sigma\left(\mathcal{A}_{h}\right)=\left[0,\left\|\mathcal{A}_{h}\right\|\right]$ holds for instance when one uses a finite difference scheme of the wave equation with constant coefficients in the whole space. The Fourier analysis proves that the spectrum of $\mathcal{A}_{h}$ is, in this case, purely continuous.

The finiteness of $\alpha_{m}$ for each $m$ is quite obvious. However, its value is difficult to compute explicitly, except for the first values of $m$. One has in particular

$$
\alpha_{1}=4, \quad \alpha_{2}=12, \quad \alpha_{3}=2\left(5+5^{\frac{1}{3}}-5^{\frac{2}{3}}\right) \simeq 7.572, \quad \alpha_{4} \simeq 21.4812, \quad \ldots(13)
$$

For the exact - but very complicated - expression of $\alpha_{4}$, we refer to [8] or [18]; other values of $\alpha_{m}$ are given in the column " $k=0$ " of table 1 on page 22 . It is particularly interesting to note that for the fourth order scheme, one is allowed to take a time step which is $\sqrt{\alpha_{2} / \alpha_{1}}(\simeq 1.732)$ times larger than for the second order scheme, which almost balances the fact that the cost of one time step is twice larger. In the same way, with the scheme of order 8 , one can take a time step $\sqrt{\alpha_{4} / \alpha_{1}}(\simeq 2.317)$ times larger (while each time step costs four times more). Surprisingly, the scheme of order 6 seems less interesting: the stability condition is more constraining that for the fourth order scheme. From the theoretical point of view, it would be interesting to know the behaviour of $\alpha_{m}$ for large $m$. For this we first identify the limit behaviour of the polynomials $Q_{m}(x)$. One easily checks that

$$
\begin{equation*}
\lim _{m \rightarrow+\infty} Q_{m}(x)=Q_{\infty}(x) \equiv x+2 \sum_{l=1}^{+\infty}(-1)^{l} \frac{x^{l+1}}{(2 l+2)!}=2(1-\cos \sqrt{x}) \tag{14}
\end{equation*}
$$

Remark 2.3 Setting $P_{\infty}(x)=2 \frac{1-\cos \sqrt{x}}{x}$ and taking (formally) the limit of (7) when $m \rightarrow+\infty$, we obtain the scheme:

$$
\begin{equation*}
\frac{u_{h}^{n+1}-2 u_{h}^{n}+u_{h}^{n-1}}{\Delta t^{2}}+\mathcal{A}_{h} P_{\infty}\left(\Delta t^{2} \mathcal{A}_{h}\right)=0 \tag{15}
\end{equation*}
$$

This scheme is in fact an exact scheme for the differential equation (2). It suffices to remark that:

$$
\left\lvert\, \begin{aligned}
& \sin \left(\mathcal{A}_{h}^{\frac{1}{2}} t^{n+1}\right)-2 \sin \left(\mathcal{A}_{h}^{\frac{1}{2}} t^{n}\right)+\sin \left(\mathcal{A}_{h}^{\frac{1}{2}} t^{n-1}\right) \\
& =-\left[2-\cos \left(\mathcal{A}_{h}^{\frac{1}{2}} \Delta t\right)\right] \sin \left(\mathcal{A}_{h}^{\frac{1}{2}} t^{n}\right) \\
& \cos \left(\mathcal{A}_{h}^{\frac{1}{2}} t^{n+1}\right)-2 \cos \left(\mathcal{A}_{h}^{\frac{1}{2}} t^{n}\right)+\cos \left(\mathcal{A}_{h}^{\frac{1}{2}} t^{n-1}\right) \\
& =-\left[2-\cos \left(\mathcal{A}_{h}^{\frac{1}{2}} \Delta t\right)\right] \cos \left(\mathcal{A}_{h}^{\frac{1}{2}} t^{n}\right)
\end{aligned}\right.
$$

so that any solution of (2), of the form (for some $a$ and $b$ in $V_{h}$ ):

$$
u_{h}(t)=\cos \left(\mathcal{A}_{h}^{\frac{1}{2}} t\right) a+\sin \left(\mathcal{A}_{h}^{\frac{1}{2}} t\right) b
$$

satisfies:
$\frac{u_{h}\left(t^{n+1}\right)-2 u_{h}\left(t^{n}\right)+u_{h}\left(t^{n-1}\right)}{\Delta t^{2}}=-\left(\mathcal{A}_{h} \Delta t^{2}\right)^{-1}\left[2-\cos \left(\mathcal{A}_{h}^{\frac{1}{2}} \Delta t\right)\right] \mathcal{A}_{h} u_{h}\left(t^{n}\right)$,
that is to say

$$
\frac{u_{h}\left(t^{n+1}\right)-2 u_{h}\left(t^{n}\right)+u_{h}\left(t^{n-1}\right)}{\Delta t^{2}}=-\mathcal{A}_{h} P_{\infty}\left(\Delta t^{2} \mathcal{A}_{h}\right)
$$

Since $0 \leq Q_{\infty}(x) \leq 4$, if we define $\alpha_{\infty}$ by (19) for $m=+\infty$ we have $\alpha_{\infty}=$ $+\infty$. Unfortunately, this does not mean, as we are going to see, that $\alpha_{m} \rightarrow$ $+\infty$ when $m \rightarrow+\infty$. In fact, to describe the behaviour of $\alpha_{m}$, we have to distinguish between the even and odd sequences $\alpha_{2 m}$ and $\alpha_{2 m+1}$. Our first observation is that the convergence of the sequences $Q_{2 m}(x)$ and $Q_{2 m+1}(x)$ is monotone. Indeed, for $m \geq 1$ :

$$
Q_{2 m-1}(x)-Q_{2 m+1}(x)=2 \frac{x^{2 m}}{4 m!}\left[1-\frac{x}{(4 m+1)(4 m+2)}\right]
$$

which shows that $Q_{2 m+1}(x)$ is a strictly decreasing sequence for large $m$ :

$$
Q_{2 m+1}(x)<Q_{2 m-1}(x) \quad \text { as soon as } \quad(4 m+1)(4 m+2)>x
$$

In particular, since $(4 m+1)(4 m+2)>\pi^{2}$ for $m \geq 1$ :

$$
Q_{\infty}\left(\pi^{2}\right)=\lim _{m \rightarrow+\infty} Q_{2 m+1}\left(\pi^{2}\right)=4 \quad \Longrightarrow \quad Q_{2 m+1}\left(\pi^{2}\right)>4
$$

which shows, using definition (10), that

$$
\alpha_{2 m+1} \leq \pi^{2}, \quad \text { for } m \geq 1
$$

Moreover, by definition de $\alpha_{m}$, we know that $Q_{m}\left(\alpha_{m}\right)=0$ or 4 . On the other hand, since the sequence $Q_{2 m+1}(x)$ is decreasing, for any $x \in\left[0, \pi^{2}\right]$, we have

$$
Q_{2 m+1}(x)>Q_{\infty}(x)=2(1-\cos \sqrt{x}) \text { in }\left[0, \pi^{2}\right]
$$

This makes impossible $Q_{2 m+1}\left(\alpha_{2 m+1}\right)=0$, which implies that

$$
Q_{2 m+1}\left(\alpha_{2 m+1}\right)=4
$$

Finally the inequality:

$$
Q_{2 m+1}(x)<Q_{1}(x)=x
$$

implies

$$
Q_{2 m+1}(x)<4, \quad \forall x \in[0,4],
$$

which implies in particular

$$
\alpha_{2 m+1}>4
$$

Let $\alpha_{\text {odd }} \in\left[4,4 \pi^{2}\right]$ be any accumulation point of $\alpha_{2 m+1}$, since the convergence of $Q_{m}$ to $Q_{\infty}$ is uniform in any compact set, we get:

$$
Q_{\infty}\left(\alpha_{\text {odd }}\right) \quad \Longrightarrow \quad\left(\text { since } \alpha_{\text {odd }} \in\left[4, \pi^{2}\right]\right) \quad \alpha_{\text {odd }}=\pi^{2}
$$

In the same way:

$$
Q_{2 m+2}(x)-Q_{2 m}(x)=2 \frac{x^{2 m+1}}{(4 m+2)!}\left[1-\frac{x}{(4 m+3)(4 m+4)}\right]
$$

shows that the sequence $Q_{2 m}(x)$ is strictly increasing for large $m$ :

$$
Q_{2 m+2}(x)>Q_{2 m}(x) \quad \text { as soon as } \quad(4 m+3)(4 m+4)>x
$$

In particular, as soon as $m \geq 1$,

$$
Q_{\infty}\left(4 \pi^{2}\right)=\lim _{m \rightarrow+\infty} Q_{2 m}\left(4 \pi^{2}\right)=0 \quad \Longrightarrow \quad Q_{2 m}\left(4 \pi^{2}\right)<0
$$

which shows that

$$
\alpha_{2 m} \leq 4 \pi^{2}, \quad m \geq 1
$$

while the inequality $Q_{2 m}(x)<2(1-\cos \sqrt{x}) \leq 4 \quad$ in $\quad\left[0, \pi^{2}\right]$ for $m \geq 1$ implies that

$$
Q_{2 m}\left(\alpha_{2 m}\right)=0
$$

Finally the inequality, for $m>1$

$$
Q_{2 m}(x)>Q_{2}(x)=x(1-x / 12) \quad \text { for } \quad x<132
$$

shows that $Q_{2 m}(x)>0$ for $x<12$ which implies that

$$
\alpha_{2 m} \geq 12
$$

Let $\alpha_{\text {even }} \in\left[12,4 \pi^{2}\right]$ be any accumulation point of $\alpha_{2 m}$, we thus get:

$$
Q_{\infty}\left(\alpha_{\text {even }}\right)=0 \quad \Longrightarrow \quad\left(\text { since } \alpha_{\text {even }} \in\left[12,4 \pi^{2}\right]\right) \quad \alpha_{\text {even }}=4 \pi^{2}
$$

We have shown the following result:
Theorem 2.4 Let $\alpha_{m}$ be defined by (10), then:

$$
\begin{equation*}
\lim _{m \rightarrow+\infty} \alpha_{2 m}=4 \pi^{2}, \quad \lim _{m \rightarrow+\infty} \alpha_{2 m+1}=\pi^{2} \tag{16}
\end{equation*}
$$

## 3 Modified higher order schemes: an optimization approach

For an integer $k$, we denote by $\mathbf{P}_{k}$ the set of polynomials of degree less or equal to $k$ and define $\mathbf{P} \equiv \cup_{k \geq 0} \mathbf{P}_{k}$.

A general explicit scheme of order $2 m$ is given by:

$$
\begin{equation*}
\frac{u_{h}^{n+1}-2 u_{h}^{n}+u_{h}^{n-1}}{\Delta t^{2}}+\left[P_{m}\left(\Delta t^{2} \mathcal{A}_{h}\right)+\Delta t^{2 m} \mathcal{A}_{h}^{m} R_{k}\left(\Delta t^{2} \mathcal{A}_{h}\right)\right] \mathcal{A}_{h} u_{h}^{n}=0, \tag{17}
\end{equation*}
$$

where $R_{k} \in \mathbf{P}_{k-1}$. The cost of this new scheme is a priori $(m+k) / m$ times larger than the cost of the scheme corresponding to $R_{k}=0$. As in theorem 2.1, the stability condition of this new scheme is:

$$
\begin{equation*}
\frac{\Delta t^{2}}{4}\left\|\mathcal{A}_{h}\right\| \leq \alpha_{m}\left(R_{k}\right) \tag{18}
\end{equation*}
$$

where we have defined,

$$
\begin{equation*}
\alpha_{m}(R)=\sup \left\{\alpha / \forall x \in[0, \alpha], 0 \leq x\left[P_{m}(x)+x^{m} R(x)\right] \leq 4\right\} \tag{19}
\end{equation*}
$$

The natural idea, in some sense, to get an optimal scheme would be to solve the optimization problem:

$$
\begin{equation*}
\text { Find } R_{m, k} \in \mathbf{P}_{k-1} / \alpha_{m}\left(R_{m, k}\right)=\sup _{R \in \mathbf{P}_{k-1}} \alpha_{m}(R) \tag{20}
\end{equation*}
$$

Then, assuming that this problem has a solution $R_{m, k}$, one gets the optimal CFL constant for the schemes in the class, namely

$$
\begin{equation*}
\alpha_{m, k}=\alpha_{m}\left(R_{m, k}\right) \tag{21}
\end{equation*}
$$

Clearly, since $\mathbf{P}_{k-1} \subset \mathbf{P}_{k}, \alpha_{m, k}$ increases with $k$. We have also $\alpha_{m, k}>0$, since $P_{m}(0)=1(m \geq 1)$.

For what follows, it is useful to introduce the following affine map

$$
\left\lvert\, \begin{align*}
\psi_{m}: & \mathbf{P} \rightarrow \mathbf{P}  \tag{22}\\
& R \rightarrow \psi_{m}(R)=Q_{m}+x^{m+1} R
\end{align*}\right.
$$

where we recall that $Q_{m}(x)=x P_{m}(x)$. Note that $\psi_{m}$ maps $\mathbf{P}_{k-1}$ into $\mathbf{P}_{m+k}$.
Lemma 3.1 The function $R \in \mathbf{P}_{k-1} \mapsto \alpha_{m}(R) \in \mathbb{R}_{+}^{*}$ has the following properties.

- It goes to 0 at infinity:

$$
\lim _{\|R\| \rightarrow+\infty} \alpha_{m}(R)=0
$$

- It is upper semi-continuous:

$$
R_{n} \rightarrow R \text { in } \mathbf{P}_{k-1} \quad \Longrightarrow \quad \alpha_{m}(R) \geq \limsup \alpha_{m}\left(R_{n}\right)
$$

Proof. Let $r_{j}(R)$ denote the coefficient of $x^{j}$ in $R \in \mathbf{P}_{k-1}$ and consider $R_{n} \in$ $\mathbf{P}_{k-1}$ such that:

$$
\left\|R_{n}\right\|_{\infty} \equiv \sup _{0 \leq j \leq k-1}\left|r_{j}\left(R_{n}\right)\right| \quad \rightarrow \quad+\infty
$$

Referring to the fact that $\mathbf{P}_{k-1}$ is finite dimensional, one can find a subsequence (still denoted $R_{n}$ for simplification) and a fixed non zero polynomial $\varphi \in \mathbf{P}_{k-1}$ such that, as soon as $\varphi(x) \neq 0$,

$$
R_{n}(x) \sim\left\|R_{n}\right\|_{\infty} \varphi(x) \quad(n \rightarrow+\infty)
$$

For such positive values of $x,\left[\psi_{m}\left(R_{n}\right)\right](x) \notin[0,4]$ for sufficiently large $n$ which means that $\alpha_{m}\left(R_{n}\right)<x \Longrightarrow \limsup \alpha_{m}\left(R_{n}\right)<x$. Since $\varphi$ is a non zero polynomial, one can find arbitrarily small values of such $x$ so that $\lim \sup \alpha_{m}\left(R_{n}\right) \leq 0$. As $\alpha_{m}\left(R_{n}\right)$ is a sequence of positive real numbers, this means that $\alpha_{m}\left(R_{n}\right)$ tends to 0 .

On the other hand, let $R_{n} \in \mathbf{P}_{k-1}$ be a sequence converging to $R$. Let $\varepsilon$ be any arbitrarily small positive number. By the uniform convergence of $R_{n}$ to $R$ in the interval $I_{R}(\varepsilon)=[0, \alpha(R)+\varepsilon]$ we have:

$$
\lim _{n \rightarrow+\infty}\left\|\psi_{m}\left(R_{n}\right)-2\right\|_{L^{\infty}\left(I_{R}(\varepsilon)\right)}=\left\|\psi_{m}(R)-2\right\|_{L^{\infty}\left(I_{R}(\varepsilon)\right)}>2
$$

Thus, there exists an integer $N_{\varepsilon}$ such that:
$n \geq N_{\varepsilon} \quad \Longrightarrow \quad\left\|\psi_{m}\left(R_{n}\right)-2\right\|_{L^{\infty}\left(I_{R}(\varepsilon)\right)}>2 \quad \Longrightarrow \quad \alpha_{m}\left(R_{n}\right)<\alpha_{m}(R)+\varepsilon$.
Therefore

$$
\limsup \alpha_{m}\left(R_{n}\right) \leq \alpha_{m}(R)+\varepsilon
$$

which yields ( $\varepsilon$ being arbitrarily small) $\lim \sup \alpha_{m}\left(R_{n}\right) \leq \alpha_{m}(R)$.

The classical existence theory in analysis [24, theorem 2.7.11] leads an existence result.

Corollary 3.2 (existence of a solution) The optimization problem (20) has (at least) one solution.

Clearly, the function $R \rightarrow \alpha_{m}(R)$ is not continuous. Let us consider for instance the case when $m=1$ and $k=1$. Then, the function $\alpha_{1}(R)$ can be identified to the function of the real variable $r$ defined by

$$
\begin{equation*}
\alpha_{1}(r)=\sup \left\{\alpha / \forall x \in[0, \alpha], 0 \leq x-r x^{2} \leq 4\right\} . \tag{23}
\end{equation*}
$$

It is straightforward to compute that:

$$
\alpha_{1}(r)=\frac{1-\sqrt{1-16 r}}{2 r} \quad \text { if } \quad r<\frac{1}{16}, \quad \text { and } \quad \alpha_{1}(r)=\frac{1}{r} \quad \text { if } \quad r \geq \frac{1}{16} .
$$

It is clear that $\alpha_{1}$ is discontinuous at $r=1 / 16$ since (see also figure 1 )

$$
\alpha_{1}(1 / 16)=16 \quad \text { and } \quad \lim _{r \uparrow 1 / 16} \alpha_{1}(r)=8 .
$$

Note that for $r=1 / 16$ the graph of the polynomial $x-r x^{2}$ is tangent to the


Fig. 1. Graph of the function $\alpha_{1}(r)$
line $y=4$ at $x=8<\alpha_{1}(1 / 16)=16$. This is an illustration of a more general property.

Lemma 3.3 Let $D_{k}$ be the set of polynomials $R \in \mathbf{P}_{k-1}$ such that

$$
\begin{equation*}
\left.\exists x_{*} \in\right] 0, \alpha_{m}(R)\left[\quad / \quad\left[\psi_{m}(R)\right]\left(x_{*}\right)=0 \text { or } 4 .\right. \tag{24}
\end{equation*}
$$

The function $R \rightarrow \alpha_{m}(R)$ is discontinuous at every point of $D_{k}$ and continuous everywhere else.

Proof. Let $R \in D_{k}$ be such that $\left[\psi_{m}(R)\right]\left(x_{*}\right)=4$ for some $\left.x_{*} \in\right] 0, \alpha_{m}(R)[$ (a similar argument works if $\left.\left[\psi_{m}(R)\right]\left(x_{*}\right)=0\right)$. For any $\varepsilon>0, \psi_{m}(R+$ $\varepsilon)=\psi_{m}(R)+\varepsilon x^{m+1}>4$ in a small neighborhood of $x_{*}$. This implies that $\alpha_{m}(R+\varepsilon)<x_{*}<\alpha_{m}(R)$, hence the discontinuity of $\alpha_{m}$ at $R$.

On the other hand, let $R \in \mathbf{P}_{k-1} \backslash D_{k}$ and consider a sequence of polynomials $R_{n} \in \mathbf{P}_{k-1}$ converging to $R$. Since

$$
\left|\frac{\left[\psi_{m}\left(R_{n}\right)\right](x)-\left[\psi_{m}(R)\right](x)}{x^{m+1}}\right|=\left|R_{n}(x)-R(x)\right| \rightarrow 0
$$

uniformly in $x \in\left[0, \alpha_{m}(R)\right]$, there exists an integer $N_{1}$ such that $\left[\psi_{m}(R)\right](x)-$ $x^{m+1} \leq\left[\psi_{m}\left(R_{n}\right)\right](x) \leq\left[\psi_{m}(R)\right](x)+x^{m+1}$, for $n \geq N_{1}$ and $x \in\left[0, \alpha_{m}(R)\right]$. These inequalities and the fact that $\left[\psi_{m}(R)\right](0)=0$ and $\left[\psi_{m}(R)\right]^{\prime}(0)=1$ imply that there is an $\varepsilon_{1}>0$ such that $\left[\psi_{m}\left(R_{n}\right)\right](x) \in[0,4]$, for $n \geq N_{1}$ and $x \in\left[0, \varepsilon_{1}\right]$. In other words,

$$
\text { for } n \geq N_{1}, \quad \alpha_{m}\left(R_{n}\right) \geq \varepsilon_{1}
$$

For any $\left.\varepsilon \in] 0, \varepsilon_{1}\right]$, small enough, and $J_{R}(\varepsilon)=\left[\varepsilon, \alpha_{m}(R)-\varepsilon\right]$, there holds

$$
\left\|\psi_{m}(R)-2\right\|_{L^{\infty}\left(J_{R}(\varepsilon)\right)}<2
$$

Then there exists an integer $N_{\varepsilon} \geq N_{1}$ such that, for $n \geq N_{\varepsilon}$ :

$$
\left\|\psi_{m}\left(R_{n}\right)-2\right\|_{L^{\infty}\left(J_{R}(\varepsilon)\right)}<2 \quad \text { or } \quad \alpha_{m}\left(R_{n}\right)>\alpha_{m}(R)-\varepsilon
$$

Now $\varepsilon>0$ is arbitrary small, so that $\lim \inf \alpha_{m}\left(R_{n}\right) \geq \alpha_{m}(R)$. The continuity of $\alpha_{m}$ at $R$ follows, since $\alpha_{m}$ is upper semi-continuous by lemma 3.1.

Lemma 3.4 The set of solutions of the optimization problem (20) is a convex subset of $D_{k}$.

Proof. Let us first prove that any local maximum of $\alpha_{m}$ belongs to $D_{k}$. Indeed, it is easy to see that, if $R \notin D_{k}$, the function

$$
t \in \mathbb{R} \mapsto \alpha_{m}(R+t)
$$

is continuous and strictly monotone in the neighborhood of the origin. This shows that $R$ cannot be a local maximum of $\alpha_{m}$.

Let $R_{1}$ and $R_{2}$ be two solutions of (20):

$$
\alpha_{m}\left(R_{1}\right)=\alpha_{m}\left(R_{2}\right)=\alpha_{m \cdot k} \equiv \sup _{R \in \mathbf{P}_{k-1}} \alpha_{m}(R)
$$

By definition of $\alpha_{m}$

$$
\forall x \leq \alpha_{m, k}, \quad 0 \leq\left[\psi_{m}\left(R_{1}\right)\right](x) \leq 4 \quad \text { and } \quad 0 \leq\left[\psi_{m}\left(R_{2}\right)\right](x) \leq 4
$$

Therefore, since $\psi_{m}$ is an affine function, for any $t \in[0,1]$, there holds

$$
\forall x \leq \alpha_{m, k}, \quad 0 \leq\left[\psi_{m}\left(t R_{1}+(1-t) R_{2}\right)\right](x) \leq 4
$$

Hence

$$
\alpha_{m}\left(t R_{1}+(1-t) R_{2}\right)=\alpha_{m, k}
$$

In other words, any point of the segment $\left[R_{1}, R_{2}\right]$ is a solution of (20), i.e., the set of solutions of $(20)$ is convex.

As a consequence of lemma 3.3 and lemma 3.4, we know that any solution $R$ of (20) is such that

$$
\mathcal{T}_{R} \equiv\{\tau \in] 0, \alpha_{m, k}\left[\quad / \quad\left[\psi_{m}(R)\right](\tau)=0 \text { or } 4\right\}
$$

is nonempty. Let us call tangent point an element of $\mathcal{T}_{R}$. Theorem 3.5 below is more precise, since it claims that there is at least $M \geq k$ tangent points $\tau_{j}$ at which $\psi_{m}(R)$ takes alternatively the values 0 and 4 . For any $R$, it is convenient to construct and enumerate these tangent points in decreasing order:

$$
\tau_{M+1}=0<\tau_{M}<\cdots<\tau_{1}<\tau_{0}=\alpha_{m, k}
$$

The selected subset $\left\{\tau_{1}, \tau_{2}, \ldots, \tau_{M}\right\} \subset \mathcal{T}_{R}$ is built as follows. Let us start by setting

$$
\tau_{0}=\alpha_{m, k} \quad \text { and } \quad s_{0}=\left\{\begin{array}{l}
-1 \text { if }\left[\psi_{m}(R)\right]\left(\tau_{0}\right)=4  \tag{25}\\
+1 \text { if }\left[\psi_{m}(R)\right]\left(\tau_{0}\right)=0
\end{array}\right.
$$

The points $\tau_{j} \in \mathcal{T}_{R}, j=1, \ldots, M$ and their number $M$ are determined by the following recurrence. For $j \geq 1$, set

1) set $s_{j}=-s_{j-1}$,
2) if this is possible, take $\tau_{j}$ as the largest $\left.\tau \in\right] 0, \tau_{j-1}[$ such that

$$
\left[\psi_{m}(R)\right]\left(\tau_{j}\right)= \begin{cases}4 & \text { if } s_{j}=-1  \tag{27}\\ 0 & \text { if } s_{j}=+1\end{cases}
$$

The procedure stops when there is no relevant $\tau_{j}$ in step 2 above (it must stop because of the polynomial nature of $\psi_{m}(R)$ ). In the proof of theorem 3.5 below, $s_{j}$ is actually the sign at $\tau_{j}$ of a certain function $\varphi$ that is added to a potential solution $R$.

A priori, because of the chosen selection procedure, it may occur that $M=0$, even though the number of tangent points is nonzero. The next theorem shows that this is not the case for a local maximum.

Theorem 3.5 (a necessary optimality condition) Let $R$ be a local maximum of (20). Then the number $M$ of alternate tangent points selected by the procedure (25)-(27) satisfies $M \geq k$.

Proof. We proceed by contradiction, assuming that $M \leq k-1$. For $j=$ $0, \ldots, M-1$, one can find a point

$$
\begin{equation*}
\left.\left.\left.\tau_{j+\frac{1}{2}} \in\right] \tau_{j+1}, \tau_{j}\left[\text { such that }\left[\psi_{m}(R)\right](] \tau_{j+1}, \tau_{j+\frac{1}{2}}\right]\right) \subset\right] 0,4[ \tag{28}
\end{equation*}
$$

Consider the polynomial $\varphi$ defined at $x \in \mathbb{R}$ by

$$
\varphi(x)=s_{0} \prod_{j=0}^{M-1}\left(x-\tau_{j+\frac{1}{2}}\right)
$$

Hence $\varphi \equiv s_{0}$ if $M=0$. This polynomial is of degree $M \leq k-1$, so that it is a possible increment to $R$ in $\mathbf{P}_{k-1}$. For $t>0$, consider the polynomial $p_{t}=\psi_{m}(R+t \varphi)$, which verifies for all $x \in \mathbb{R}$ :

$$
p_{t}(x)=\left[\psi_{m}(R)\right](x)+t x^{m+1} \varphi(x)
$$

We shall get a contradiction and conclude the proof if we show that, for any small $\left.t>0, p_{t}(x) \in\right] 0,4[$ for $\left.x \in] 0, \alpha_{m, k}\right]$ (since then $\alpha_{m}(R+t \varphi)>\alpha_{m, k}$ and $R$ would not be a local maximum).

We shall only consider the case when $\left[\psi_{m}(R)\right]\left(\alpha_{m, k}\right)=4$, since the reasoning is similar when $\left[\psi_{m}(R)\right]\left(\alpha_{m, k}\right)=0$. Then $s_{0}=-1$ by (25).

- On the interval $\left.] \tau_{1 / 2}, \alpha_{m, k}\right], \psi_{m}(R)$ is greater than a positive constant (since it is positive on $\left.] \tau_{1}, \alpha_{m, k}\right]$ by definition of $\tau_{1}$ and $\tau_{1}<\tau_{1 / 2}<\alpha_{m, k}$ ). On the other hand, on this interval, $\varphi$ is negative (since $s_{0}<0$ ) and bounded. Therefore, for $t>0$ small enough, $\left.p_{t} \in\right] 0,4[$ on this interval.
- Since $\varphi\left(\tau_{1 / 2}\right)=0, p_{t}\left(\tau_{1 / 2}\right)=\left[\psi_{m}(R)\right]\left(\tau_{1 / 2}\right)$, which is in $] 0,4[$ by definition of $\tau_{1 / 2}$ in (28).
- On the interval $] \tau_{3 / 2}, \tau_{1 / 2}\left[, \psi_{m}(R)\right.$ is less than a constant $<4$ (since it is $<4$ on $] \tau_{2}, \tau_{1 / 2}$ ] by definition of $\tau_{2}$ and $\tau_{1 / 2}$, see (27) and (28), and $\left.\tau_{2}<\tau_{3 / 2}<\tau_{1}<\tau_{1 / 2}\right)$. On the other hand, $\varphi$ is positive and bounded on this interval. Therefore, for $t>0$ small enough, $\left.p_{t} \in\right] 0,4[$ on this interval.
We proceed similarly for the other points $\tau_{j+1 / 2}(j=1, \ldots, M-1)$ and intervals $] \tau_{j+3 / 2}, \tau_{j+1 / 2}[(j=1, \ldots, M-2)$. Let us now consider the interval $] 0, \tau_{M-1 / 2}[$, which contains tangent points that are all at $y=0$ or all at $y=4$.
- If $s_{M}>0$ then, on the considered interval, the tangent points are all at $y=0, \psi_{m}(R)$ is less than a constant $<4$, and $\varphi$ is positive. It results that, for $t>0$ small enough, $\left.p_{t}(\cdot) \in\right] 0,4[$ on the interval.
- If $s_{M}<0$ then, on the considered interval, the tangent points are all at $y=4, \psi_{m}(R)$ is positive, and $\varphi$ is negative. Since the map $x \mapsto$ $\left[\psi_{m}(R)\right](x) / x=1+c_{1} x+\ldots$ is greater than a positive constant on the considered interval, the map $x \mapsto\left[\psi_{m}(R)\right](x) / x+t x^{m} \varphi(x)=p_{t}(x) / x$ is also positive on the interval for $t>0$ sufficiently small. It results that, for $t>0$ small enough, $\left.p_{t}(\cdot) \in\right] 0,4[$ on the considered interval.

Our next result shows that the necessary optimality conditions of theorem 3.5 are also sufficient. We shall need the following lemma on polynomials.

Lemma 3.6 If $P \in \mathbf{P}_{k-1}$ takes alternatively nonnegative and nonpositive values at $k+1$ successive distinct points, then $P=0$.

Proof. Without loss of generality, we can assume that, for points $x_{0}<x_{1}<$ $\cdots<x_{k}$, there hold

$$
\begin{equation*}
(-1)^{j} P\left(x_{j}\right) \geq 0, \quad \text { for } j=0,1, \ldots, k \tag{29}
\end{equation*}
$$

Let us introduce the set of indices

$$
\mathbf{I}(P)=\left\{j \in\{0,1, \ldots, k\} / P\left(x_{j}\right)=0\right\}
$$

When $\mathbf{I}(P)=\{0,1, \ldots, k\}$ (resp. $\mathbf{I}(P)=\emptyset)$, the conclusion is straightforward since then $P$ has $k+1$ (resp. $k$ ) roots.

Suppose now that $\mathbf{I}(P) \neq \emptyset$ and $\mathbf{I}(P) \neq\{0,1, \ldots, k\}$. Let us introduce the Lagrange interpolation polynomials associated with the $x_{j}$ 's:

$$
P_{l}(x)=\prod_{\substack{j \in \mathbf{I}(P) \\ j \neq l}} \frac{\left(x-x_{j}\right)}{\left(x_{l}-x_{j}\right)}
$$

Note that all the $P_{l}$ 's belong to $\mathbf{P}_{k-1}$ since $\mathbf{I}(P)$ contains at most $k$ points. For $\varepsilon>0$, we introduce

$$
P_{\varepsilon}=P+\varepsilon \sum_{l \in \mathbf{I}(P)}(-1)^{l} P_{l}
$$

and note that

$$
\forall j \in \mathbf{I}(P), \quad(-1)^{j} P_{\varepsilon}\left(x_{j}\right)=\varepsilon>0 .
$$

On the other hand, since $P_{\varepsilon} \rightarrow P$ uniformly on $\left[x_{0}, x_{k}\right]$, there exists an $\varepsilon_{0}>0$ such that:

$$
\forall \varepsilon<\varepsilon_{0}, \quad \forall j \notin \mathbf{I}(P), \quad(-1)^{j} P_{\varepsilon}\left(x_{j}\right)>0
$$

Therefore, for $\varepsilon<\varepsilon_{0}, P_{\varepsilon}$ satisfies (29) with moreover $\mathbf{I}\left(P_{\varepsilon}\right)=\emptyset$. This implies that $P_{\varepsilon}=0$. By taking the limit when $\varepsilon$ tends to 0 , we get $P=0$ (actually this contradicts the fact that $\mathbf{I}(P)$ can be nonempty and different from $\{0, \ldots, k\})$.

Theorem 3.7 (a sufficient condition of optimality) Suppose that $P=$ $\psi_{m}(R)$, for some $R \in \mathbf{P}_{k-1}$, have $k$ tangent points $\left\{\tau_{j}\right\}_{j=1}^{k}$ such that $0<$ $\tau_{k}<\cdots<\tau_{1}<\tau_{0}=\alpha_{m}(R)$ and $P\left(\tau_{j}\right)+P\left(\tau_{j+1}\right)=4$ for $j=0, \ldots, k-1$. Then $R$ is optimal for problem (20).

Proof. Let $P_{m, k}=\psi_{m}\left(R_{m, k}\right)$ be an optimal polynomial (corollary 3.2). The difference $D=R-R_{m, k} \in \mathbf{P}_{k-1}$ takes at $x>0$ the value

$$
D(x)=\frac{P(x)-P_{m, k}(x)}{x^{m+1}}
$$

Since $R_{m, k}$ is optimal, $P_{m, k}\left(\tau_{j}\right) \in[0,4]$ for $j=0, \ldots, k$. Then $D\left(\tau_{j}\right) \geq 0$ (resp. $D\left(\tau_{j}\right) \leq 0$ ) when $P\left(\tau_{j}\right)=4$ (resp. $P\left(\tau_{j}\right)=0$ ). Since $P\left(\tau_{j}\right), j=0, \ldots, k$, alternates in $\{0,4\}$, we have shown that

$$
(-1)^{j}\left(P\left(\tau_{0}\right)-2\right) D\left(\tau_{j}\right) \geq 0, \quad \text { for } j=0, \ldots, k
$$

These inequalities tell us that $D \in \mathbf{P}_{k-1}$ satisfies the conditions of lemma 3.6. Therefore $D=0$, proving the $R$ is optimal.

The necessary and sufficient optimality conditions of theorems 3.5 and 3.7 will be used to determine the optimal polynomials in section 4 . We conclude this section with two corollaries of these optimality conditions. The first one deals with the uniqueness of the solution. The second one provides a full description of the optimal polynomials when $m=1$, relating them to the Chebyshev polynomials of the first kind [6, 20, 27].

Corollary 3.8 (uniqueness of the solution) The maximization problem (20) has one and only one solution. It has no other local maximum.

Proof. Existence has been quoted in corollary 3.2. Uniqueness is is actually a by-product of the proof of theorem 3.7, where it is shown that if a polynomial $P=\psi_{m}(R)$, for some $R \in \mathbf{P}_{k-1}$, satisfies the optimality conditions (this is the case for any local maximum, by theorem 3.5), then $R$ is equal to an arbitrarily fixed solution. Hence there cannot be more than one solution or local maximum.

Corollary 3.9 (optimal polynomials when $\boldsymbol{m}=1$ ) For $k \geq 0$,

$$
\begin{equation*}
\alpha_{1, k}=4(k+1)^{2} \tag{30}
\end{equation*}
$$

and the optimal polynomial $\psi_{1}\left(R_{1, k}\right)$ takes at $x \in\left[0, \alpha_{1, k}\right]$ the value

$$
\begin{equation*}
\left[\psi_{1}\left(R_{1, k}\right)\right](x)=2\left[1-T_{k+1}\left(1-\frac{2 x}{\alpha_{1, k}}\right)\right] \tag{31}
\end{equation*}
$$

where $T_{k}$ denotes the Chebyshev polynomial of the first kind and degree $k$, which verifies $T_{k}(x)=\cos (k \arccos x)$, for $x \in[-1,1]$.

Proof. Let $\alpha_{1, k}$ be defined by (30) and let $\varphi$ be the function defined at $x \in$ [ $0, \alpha_{1, k}$ ] by the right hand side of (31). The fact that $\varphi \equiv \psi_{1}\left(R_{1, k}\right)$ will result from the following observations.

- $\varphi \in \psi_{1}\left(\mathbf{P}_{k-1}\right)$. Indeed, $\varphi \in \mathbf{P}_{k+1}$. On the other hand, the above formula of $T_{k}$ shows that $T_{k}^{\prime}(1)=k^{2}$, so that $\varphi^{\prime}(0)=4 T_{k+1}^{\prime}(1) / \alpha_{1, k}=1$, which indicates that the coefficient of $x$ in $\varphi$ is the one of $Q_{1}$.
- The formula of $T_{k}$ clearly shows that $\varphi(x) \in[0,4]$ for $x \in\left[0, \alpha_{1, k}\right]$. On the other hand, $\varphi\left(\alpha_{1, k}\right)=2\left[1+(-1)^{k}\right]$ and $\varphi^{\prime}\left(\alpha_{1, k}\right)=4 T_{k+1}^{\prime}(-1) / \alpha_{1, k}=$ $(-1)^{k}$, so that $\varphi$ gets out of $[0,4]$ at $x=\alpha_{1, k}$.
- The formula of $T_{k}$ shows that

$$
\begin{aligned}
& \varphi(\tau)=0 \text { when } \tau=2(k+1)^{2}\left(1-\cos \frac{2 j \pi}{k+1}\right), 0<2 j<k+1 \\
& \varphi(\tau)=4 \text { when } \tau=2(k+1)^{2}\left(1-\cos \frac{(2 j+1) \pi}{k+1}\right), 0<2 j+1<k+1
\end{aligned}
$$

in which $j \in \mathbb{N}$. Therefore, $\varphi$ has $k$ tangent points in $] 0, \alpha_{1, k}[$, at which $\varphi$ takes alternatively the value 4 and 0 .
Using the last observation and the fact that $\varphi\left(\alpha_{1, k}\right)=2\left[1+(-1)^{k}\right](=0$ if $k$ is odd and $=4$ if $k$ is even) show that $\varphi$ satisfies the sufficient optimality conditions (theorem 3.7). Hence $\varphi=\psi_{1}\left(R_{1, k}\right)$.

Remark 3.10 A natural question is whether the number of tangent points of an optimal polynomial $\psi_{m}\left(R_{m, k}\right)$ can be greater than $k$. The answer to this question depends actually on the coefficients of $x^{0}, \ldots, x^{m}$, which are fixed in the optimization process. We do not know the answer when the coefficients are those of the polynomial $Q_{m}$, but for other coefficients the number of tangent points can be greater than $k$. The argument is the following. Let $\left[\psi_{m-1}\left(R_{m-1,2}\right)\right](x)=Q_{m-1}(x)+x^{m}\left(r_{0}+r_{1} x\right)$ be the optimal polynomial with $m-1$ fixed and 2 free coefficients. By the previous theorem, it has at least 2 tangent points. Now, consider the function $\tilde{\psi}_{m}$ obtained by replacing in $\psi_{m}$ defined by (22), $Q_{m}$ by the polynomial $x \mapsto Q_{\tilde{\sim}-1}(x)+r_{0} x^{m}$. Clearly the optimal polynomial associated with $\tilde{\psi}_{m}$ on $\mathbf{P}_{0}$ is $\tilde{\psi}_{m}\left(\tilde{R}_{m, 1}\right)$ where $\tilde{R}_{m, 1}$ is the constant $r_{1}$. Therefore $\tilde{\psi}_{m}\left(\tilde{R}_{m, 1}\right)=\psi_{m-1}\left(R_{m-1,2}\right)$ has 2 tangent points, although the minimization has been done on $\mathbf{P}_{0}$.

Remark 3.11 When checking optimality by looking at the alternate character of $\left[\psi_{m}(R)\right]\left(\tau_{j}\right)$ in $\{0,4\}$, one has to include the point $\tau_{0}=\alpha_{m}(R)$. In particular, when $k=1$, a polynomial with a single tangent point may not be optimal. An example with $m=4$ and $k=1$ is shown in figure 2 . The optimal polynomial, given by

$$
\left[\psi_{4}\left(R_{4,1}\right)\right](x)=x-\frac{x^{2}}{12}+\frac{x^{3}}{360}-\frac{x^{4}}{20160}+r x^{5} \quad \text { with } r \simeq 4.2810^{-7}
$$

is represented by the solid (blue) curve; the dashed (black) curve is $Q_{4}$. The optimal polynomial $\left[\psi_{4}\left(R_{4,1}\right)\right]$ has only one tangent point $\tau_{1} \simeq 33$, 39, while $\tau_{0}=$ $\alpha_{4,1} \simeq 44.03$. As predicted by theorem 3.5, $\left[\psi_{4}\left(R_{4,1}\right)\right]\left(\tau_{1}\right)+\left[\psi_{4}\left(R_{4,1}\right)\right]\left(\tau_{0}\right)=4$.


Fig. 2. Checking the sufficient condition of optimality for $m=4$ and $k=1$

Now, by increasing $r$ to $r \simeq 5.1310^{-7}$, one gets the dash-dotted (blue) curve, which has a tangent point at $\tau_{1} \simeq 9.88$, but is not optimal since the value of the polynomial at this point does not satisfy $\left[\psi_{4}\left(R_{4,1}\right)\right]\left(\tau_{1}\right)+\left[\psi_{4}\left(R_{4,1}\right)\right]\left(\tau_{0}\right)=4$ (for this polynomial $\tau_{0} \simeq 34.22$ ).

## 4 Computational issues

### 4.1 An algorithm based on the parametrization by the tangent points

In the numerical results discussed below, the optimal polynomial is searched by its $k$ alternate tangent points $\left(\tau_{j}\right)_{1 \leq j \leq k}$, with $\tau_{1}>\tau_{2}>\cdots>\tau_{k}$, whose existence is ensured by theorem 3.5. These points are determined in the following manner. For $\tau=\left(\tau_{1}, \ldots, \tau_{k}\right)$, let $R(\tau)$ be the polynomial in $\mathbf{P}_{k-1}$ satisfying

$$
\psi_{m}(R(\tau))=v \in \mathbb{R}^{k}
$$

in which the components of $v$ take alternatively the values 0 and 4 . Whether one has to impose $v_{1}=0$ or $v_{1}=4$ is further discussed below. The coefficients $r=\left(r_{0} \cdots r_{k-1}\right)^{\top}$ of $R(\tau)$ are uniquely determined by the equation above, which can also be written

$$
\left(\begin{array}{ccc}
\tau_{1}^{m+1} & \cdots & \tau_{1}^{m+k}  \tag{32}\\
\vdots & & \vdots \\
\tau_{k}^{m+1} & \cdots & \tau_{k}^{m+k}
\end{array}\right) r=v-\left(\begin{array}{c}
{\left[\psi_{m}(0)\right]\left(\tau_{1}\right)} \\
\vdots \\
{\left[\psi_{m}(0)\right]\left(\tau_{k}\right)}
\end{array}\right)
$$

Next, let us introduce the function $F: \tau \in \mathbb{R}^{k} \mapsto F(\tau) \in \mathbb{R}^{k}$, where the components of $F(\tau)$ are the derivatives of the polynomial $\psi_{m}(R(\tau))$ at the $\tau_{j}$ 's:

$$
F(\tau)=\left(\begin{array}{c}
{\left[\psi_{m}(R(\tau))\right]^{\prime}\left(\tau_{1}\right)} \\
\vdots \\
{\left[\psi_{m}(R(\tau))\right]^{\prime}\left(\tau_{k}\right)}
\end{array}\right)
$$

Obviously, there holds $F(\tau)=0$ if $\tau$ is the vector of the alternate tangent points of the optimal polynomial. We propose to determine the $\operatorname{root}(\mathrm{s}) \tau$ of $F$ by Newton's method (see [14, 4] for instance). The procedure could have been improved by using a version of Newton's method that exploits inequalities (see for example [19,3] and the references thereof) to impose $\tau_{1}>\tau_{2}>\cdots>\tau_{k}$ as well as the curvature of the solution polynomial at the tangent points: $\left[\psi_{m}(R(\tau))\right]^{\prime \prime}\left(\tau_{j}\right)\left(2-v_{j}\right) \geq 0$, for $1 \leq j \leq k$. We have not adopted this additional sophistication, however.

The Newton method requires the computation of $F^{\prime}(\tau)$. If we denote by $r_{l}(\tau)$, $1 \leq l \leq k$, the coefficients of $R(\tau)$, by $\delta_{i j}$ the Kronecker symbol, and by $V_{k}(\tau)$ the Vandermonde matrix of order $k$, there holds

$$
\begin{aligned}
\frac{\partial F_{i}}{\partial \tau_{j}}(\tau)= & \delta_{i j}\left[\psi_{m}(R(\tau))\right]^{\prime \prime}\left(\tau_{i}\right)+\sum_{l=1}^{k} \frac{\partial r_{l}}{\partial \tau_{j}}(\tau)(m+l) \tau_{i}^{m+l-1} \\
= & \delta_{i j}\left[\psi_{m}(R(\tau))\right]^{\prime \prime}\left(\tau_{i}\right)+ \\
& {\left[\operatorname{Diag}\left(\tau_{1}^{m}, \ldots, \tau_{k}^{m}\right) V_{k}(\tau) \operatorname{Diag}((m+1), \ldots,(m+k)) r^{\prime}(\tau)\right]_{i j} }
\end{aligned}
$$

To get an expression of $r^{\prime}(\tau)$, let us differentiate with respect to $\tau_{j}$ the identity $\left[\psi_{m}(R(\tau))\right]\left(\tau_{i}\right)=v_{i}$. It results

$$
\delta_{i j}\left[\psi_{m}(R(\tau))\right]^{\prime}\left(\tau_{i}\right)+\left(\tau_{i}^{m+1} \cdots \tau_{i}^{m+k}\right) \frac{\partial r}{\partial \tau_{j}}(\tau)=0
$$

Denoting by $M(\tau)$ the coefficient matrix of the linear system (32), we get

$$
\begin{aligned}
r^{\prime}(\tau) & =-M(\tau)^{-1} \operatorname{Diag}\left(\left[\psi_{m}(R(\tau))\right]^{\prime}\left(\tau_{1}\right), \ldots,\left[\psi_{m}(R(\tau))\right]^{\prime}\left(\tau_{k}\right)\right) \\
& =-M(\tau)^{-1} \operatorname{Diag}(F(\tau))
\end{aligned}
$$

Therefore

$$
\begin{aligned}
F^{\prime}(\tau)= & \operatorname{Diag}\left(\left[\psi_{m}(R(\tau))\right]^{\prime \prime}\left(\tau_{1}\right), \ldots,\left[\psi_{m}(R(\tau))\right]^{\prime \prime}\left(\tau_{k}\right)\right)- \\
& \operatorname{Diag}\left(\tau_{1}^{m}, \ldots, \tau_{k}^{m}\right) V_{k}(\tau) \operatorname{Diag}((m+1), \ldots,(m+k)) M(\tau)^{-1} \operatorname{Diag}(F(\tau))
\end{aligned}
$$

Observe that at a solution $\tau^{*}$ the second term above vanishes, so that $F^{\prime}\left(\tau^{*}\right)$ is diagonal. It is also nonsingular if the second derivatives $\left[\psi_{m}\left(R\left(\tau^{*}\right)\right)\right]^{\prime \prime}\left(\tau_{j}^{*}\right)$ are nonzero. Around such a solution, Newton's method is therefore well defined.

In the numerical results presented below, we have used the solver of nonlinear equations fsolve of Matlab (version 7.2), which does not take into account the inequality constraints. The vector $v$ has been determined by adopting the following heuristics. We have assumed that the optimal polynomial is negative for all $x<0$ (it has unit slope at $x=0$ ), which implies that $r_{k}$, the coefficient of $x^{m+k}$ of the optimal polynomial, has the sign $(-1)^{m+k+1}$; if the assumption
is correct, the optimal polynomial should get out of the interval at $y=0$ if $m+k$ is even and at $y=4$ if $m+k$ is odd; according to theorem 3.5 , one should therefore take $v_{1}=4-\varepsilon_{v}$ if $m+k$ is even and $v_{1}=\varepsilon_{v}$ if $m+k$ is odd. The value of $\varepsilon_{v}$ is taken nonnegative and as close as possible to 0 . A positive value of $\varepsilon_{v}$ is usually necessary for counterbalancing rounding errors. The other values of $v_{i}$ alternate in $\left\{\varepsilon_{v}, 4-\varepsilon_{v}\right\}$. The initial point $\tau$ is chosen by trials and errors, or according to suggestions made in the discussion below.

The proposed approach has advantages $(+)$ and disadvantages $(-)$.

+ The problem has few variables (just $k$ ).
+ The problem looks well conditioned, provided the second derivatives at the tangent points are reasonable, which seems to be the case.
- There is no guarantee that the solution found is the optimal one since a zero of $F$ will not be a solution to the original problem if the polynomial gets out of $[0,4]$ at a point $\tau_{0}$ less than $\tau_{1}$. An example of this situation is given in figure 3. However, if $\tau_{0}>\tau_{1}$ and if $\left[\psi_{m}(R)\right]\left(\tau_{0}\right)+\left[\psi_{m}(R)\right]\left(\tau_{1}\right)=4$,


Fig. 3. A zero of $F$ that is not an optimal polynomial $(m=3, k=1)$
the sufficient optimality conditions of theorem 3.7 guarantee that $R$ is the solution.

- The solution polynomial may get out of the interval [0,4] near a tangent point due to the lack of precision of the solution, which has motivated the use of the small $\varepsilon_{v}>0$.
- Obtaining the convergence to a zero of $F$ (not only a stationary point $\tau^{*}$ of $\|F\|_{2}^{2}$, hence verifying $F^{\prime}\left(\tau^{*}\right)^{\top} F\left(\tau^{*}\right)=0$ ) depends on the initialization of the iterative process.


### 4.2 Numerical results

## Computing $\alpha_{m, k}$

Table 1 shows the computed values of $\alpha_{m, k}$, for $1 \leq m \leq 8$ and $0 \leq k \leq 8$.

Table 1. Computed values of the first $\alpha_{m, k}$ 's

|  | $k=0$ | $k=1$ | $k=2$ | $k=3$ | $k=4$ | $k=5$ | $k=6$ | $k=7$ | $k=8$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $m=1$ | 4.00 | 16.00 | 36.00 | 64.00 | 100.00 | 144.00 | 196.00 | 256.00 | 324.00 |
| $m=2$ | 12.00 | 32.43 | 60.56 | 96.61 | 140.64 | 192.66 | 252.67 | 320.68 | 396.69 |
| $m=3$ | 7.57 | 23.40 | 45.72 | 75.06 | 111.58 | 155.38 | 206.51 | 265.04 | 331.00 |
| $m=4$ | 21.48 | 44.03 | 73.45 | 110.01 | 153.83 | 204.98 | 263.51 | 329.49 | 402.92 |
| $m=5$ | 9.53 | 31.61 | 58.23 | 90.77 | 129.90 | 175.84 | 228.71 | 288.59 | 355.23 |
| $m=6$ | 30.72 | 57.23 | 89.78 | 128.89 | 174.84 | 227.71 | 287.61 | 354.59 | 428.71 |
| $m=7$ | 9.85 | 37.37 | 68.93 | 108.35 | 151.08 | 199.56 | 255.61 | 317.90 | 357.95 |
| $m=8$ | 37.08 | 70.89 | 107.67 | 150.35 | 199.32 | 254.89 | 317.22 | 386.35 | 462.27 |

The computed solutions were always satisfying the optimality conditions, so that we are pretty confident in the values of $\alpha_{m, k}$ in the table. In particular, the small $\varepsilon_{v}>0$ hardly modifies these values.

The column $k=0$ of table 1 corresponds to the polynomials $Q_{m}$ defined by (11), for which the first values of the $\alpha_{m, 0}$ 's were already given in (13) (there denoted $\alpha_{m}$ ). We observe that the convergence of $\alpha_{2 m+1,0}\left(\right.$ resp. $\left.\alpha_{2 m, 0}\right)$ to $\pi^{2} \simeq 9.87$ (resp. $4 \pi^{2} \simeq 39.48$ ), predicted by theorem 2.4 , is rather fast. On the other hand, we observe that the values $\alpha_{m, k}$ can be made spectacularly larger than $\alpha_{m, 0}$, which was our objective.
We have verified that the optimal polynomials corresponding to $m=1$ are indeed related to the Chebyshev polynomials through formula (31), as claimed by corollary 3.9. This fact can be observed in the first row of the table, whose values of $\alpha_{1, k}$ are indeed those given by (30).

Another observation is that the oscillating behaviour of $\alpha_{m}$ with $m$, highlighted in the analysis leading to theorem 2.4, is recovered in the sequences $\left\{\alpha_{m, k}\right\}_{m \geq 1}$. The reason is similar. The first positive stationary point of the optimal polynomial, which is close to the one of $Q_{\infty}$, is (resp. is not) a tangent point when $m$ is odd (resp. even). This observation leads to the following conjecture: if we denote by $\tau_{m, k, j}$ the $j$ th tangent point of the optimal polynomial $\psi_{m}\left(R_{m, k}\right)(1 \leq j \leq k)$, then, when $m$ goes to infinity, $\tau_{2 m+1, k, j}$ (resp. $\tau_{2 m, k, j}$ ) converges the $j$ th (resp. ( $j+1$ )th) positive stationary point of $Q_{\infty}$, the polynomial defined by (14). More specifically

$$
\begin{equation*}
\tau_{2 m+1, k, j} \rightarrow j^{2} \pi^{2} \quad \text { and } \quad \tau_{2 m, k, j} \rightarrow(j+1)^{2} \pi^{2}, \quad \text { when } m \rightarrow \infty \tag{33}
\end{equation*}
$$

In practice, these values can be used to choose a good starting point for the algorithm when $m$ is large.

The diagonal schemes $k=m$
We have found interesting to have a particular look at the case $k=m$. First it gives a computational effort per time step that is twice the one for the original $(2 m)$ th order scheme, which corresponds to $k=0$. The second reason is more related to intuition: if one wants to get $\alpha_{m, k}$ roughly proportional to $m^{2}$, we have to control the first $m$ maxima or minima of the optimal polynomial $\psi_{m}\left(R_{m, k}\right)$, for which we think that we need $m$ parameters, which corresponds to $k=m$. Below, we qualify such a scheme as diagonal.

Figure 4 shows the optimal polynomials $\psi_{m}\left(R_{m, m}\right)$, for $m=1, \ldots, 8$. The tangent points are quoted by (blue) circles on the graphs, while the $\alpha_{m, m}$ 's are quoted by (red) dots.

Table 2. Asymptotic behaviour of the diagonal schemes

| $m$ | $\frac{\Delta t_{m, m}}{\Delta t_{m, 0}}$ | $\frac{C_{m, m}(T)}{C_{1,0}(T)}$ | $\frac{2 \alpha_{m, m}}{m^{2} \pi^{2}}$ |
| :---: | :---: | :---: | :---: |
| 1 | 2.00 | 1.00 | 3.24 |
| 2 | 3.89 | 1.03 | 3.07 |
| 3 | 4.33 | 1.39 | 1.69 |
| 4 | 6.20 | 1.29 | 1.95 |
| 5 | 6.63 | 1.51 | 1.43 |
| 6 | 8.48 | 1.42 | 1.62 |
| 7 | 8.91 | 1.57 | 1.31 |
| 8 | 10.75 | 1.49 | 1.46 |
| $\infty$ |  | 1.80 | 1.00 |

Table 2 investigates the asymptotic behaviour of the diagonal schemes.

- Its first column highlights the growth of the ratio between the maximum time step allowed by the stability analysis in a diagonal scheme $\Delta t_{m, m}$ and in the second order scheme $\Delta t_{1,0}$. According to section 2.2, there holds

$$
\begin{equation*}
\frac{\Delta t_{m, m}}{\Delta t_{1,0}}=\left(\frac{\alpha_{m, m}}{\alpha_{1,0}}\right)^{1 / 2}=\frac{\alpha_{m, m}^{1 / 2}}{2} \tag{34}
\end{equation*}
$$

- The computational cost $C_{m, m}(T)$ of the diagonal scheme of order $2 m$ on an integration time $T$ is proportional to the computational cost $C_{m, m}^{1}$ of one time step multiplied by the number of time steps. Hence, assuming that the largest time step allowed by the stability analysis is taken, one has

$$
C_{m, m}(T) \simeq \frac{C_{m, m}^{1} T}{\Delta t_{m, m}}
$$



Fig. 4. The polynomials $Q_{m}=\psi_{m}(0)$ (dashed curves) and the optimal polynomials $\psi_{m}\left(R_{m, m}\right)$ for $m=1, \ldots, 8$ (solid curves)

A similar expression holds for the computational cost $C_{1,0}(T)$ of the second order scheme, with $C_{m, m}^{1}$ and $\Delta t_{m, m}$ replaced by $C_{1,0}^{1}$ and $\Delta t_{1,0}$, respectively. The second column of table 2 gives the ratio of these two costs. Using (34) and the fact that $C_{m, m}^{1} \simeq 2 m C_{1,0}^{1}$ (each time step of the diagonal scheme requires $2 m$ times more operator multiplications than each time step of the second order scheme), the ratio can be estimated by

$$
\frac{C_{m, m}(T)}{C_{1,0}(T)} \simeq \frac{4 m}{\alpha_{m, m}^{1 / 2}}
$$

The numbers in the second column of table 2 suggest that this ratio is bounded. If the conjecture (35) below is correct, it should converge to $4 \sqrt{2} / \pi \simeq 1.80$, when $m$ goes to infinity.

- Taking $k=m$ and $j=\lceil m / 2\rceil$ in (33), and assuming that $\alpha_{m, m} \sim$ $2 \tau_{m, m,\lceil m / 2\rceil}$ (suggested by the approximate symmetry of the optimal polynomials) lead us to the following conjecture:

$$
\begin{equation*}
\frac{\alpha_{m, m}}{m^{2}} \rightarrow \frac{\pi^{2}}{2}, \quad \text { when } m \rightarrow \infty \tag{35}
\end{equation*}
$$

This conjecture is explored numerically in the third column of table 2. Note that it does not distinguish between even and odd values of $m$, at least asymptotically. However, looking at the $\alpha_{m, m}$ 's on the diagonal of table 1, it appears that the even values of $k=m$ look more interesting than the odd ones.

## 5 Conclusion

In this paper, we have analyzed the stability of higher order time discretization schemes for second order hyperbolic problems based on the modified equation approach. We have in particular proven that the upper bound for the time step (the CFL limit) remains uniformly bounded for large $m$ ( $2 m$ is the order of the scheme). On the basis of this information, we have proposed the construction of new schemes that are seen as modifications of the previous ones and are designed in order to optimize the CFL condition: this is formulated as an optimization problem in a space of polynomials of given degree. Despite some unpleasant properties (the objective function is nonconvex and even discontinuous at the solution!), this problem can be fully analyzed. In particular, we prove the existence and uniqueness of the solution and give necessary and sufficient conditions of optimality. These conditions are exploited to design an algorithm for the effective numerical solution of the optimization problem. The obtained results are more than satisfactory with respect to our original objective. They suggest some conjectures that would mean that we would be able to produce schemes of arbitrary high order in time and whose computational cost would be almost independent of the order.

Of course, this is a preliminary work and much has still to be done, including the following items.

- The effective efficiency of the new schemes should be tested on realistic wave propagation problems.
- The impact of the modification of the initial schemes (the ones which are based on the modified equation technique) on the effective accuracy (we are only guaranteed that the order of approximation is preserved) should be analyzed thorough numerical dispersion studies.
- Our various theoretical conjectures should be addressed in a rigorous way.

These will be the subjects of forthcoming works.
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