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#### Abstract

Several authors devised termination criteria for fixpoint-based function definitions in $\lambda$-calculi with inductively defined types, using deduction rules for bounding the size of a term defined as its rank in the inductive type. In the present paper, we extend this approach to rewriting-based function definitions and more general notion of sizes.


## 1 Introduction

This paper is concerned with the termination proof, in Church' simply-typed $\lambda$-calculus Chu40, of the combination of $\beta$-reduction and arbitrary user-defined rewrite rules (using matching modulo $\alpha$-congruence only) DJ90, TeR03.

Before detailing our contributions and the outline of the paper, we give hereafter a short survey on the use of ordinal measures for proving termination.

### 1.1 Ordinal-based termination

A natural (and trivially complete) method for proving the termination of a relation $\rightarrow$ (i.e. the absence of infinite sequences $t_{0} \rightarrow t_{1} \rightarrow \ldots$ ) consists in considering a well-founded domain $\left(\mathcal{N},<_{\mathcal{N}}\right)$, e.g. some ordinal $\left(\mathfrak{h},<_{\mathfrak{h}}\right)$, attributing a size $\|t\| \in \mathcal{N}$ to every term $t$, and check that every rewrite step (including $\beta$-reduction) makes the size strictly decrease: $\|t\|>_{\mathcal{N}}\|u\|$ whenever $t \rightarrow u$. Note that it is enough to take $\mathcal{N}=\omega$ (the first infinite ordinal) if the rewrite relation is finitely branching.

An equivalent approach is finding a well-founded relation containing the rewrite relation like Dershowitz' recursive path ordering (RPO) Der79b, Der82 or its extension to the higher-order case by Jouannaud and Rubio JR99, JR07, BJR15 but, in this paper, we will focus on the explicit use of size functions. For a connection between RPO and ordinals, see for instance [D08].

Early examples of this approach are given by Ackermann's proof of termination of second-order primitive recursive arithmetic functions using $\mathfrak{h}=\omega^{\omega^{\omega}}$ Ack25, Gentzen's proof of termination of cut elimination in Peano arithmetic using $\mathfrak{h}=\varepsilon_{0}$ Gen35, How70, WW12, Howard's proof of termination of his

[^0]system V, an extension of Gödel' system T Göd58 with some higher-order inductive type, using Bachmann's ordinal How72. This approach developed into a whole area of research for measuring the logical strength of axiomatic theories, involving ever growing ordinals, that can hardly be automated. See for instance Rat06 for some recent survey. Instead, Monin and Simonot defined a simple but automatable measure in $\mathfrak{h}=\omega^{\omega}$ MS01.

But, up to now, there has been no ordinal analysis for powerful theories like second-order arithmetic: the termination of cut elimination in such theories is based on another approach introduced by Girard [Gir72, GLT88], which consists in interpreting types by so-called computability predicates and typing by the membership relation.

In the first-order case, i.e. when there is no rule with abstraction or applied variables, size-decreasingness can be slightly relaxed by conducting a finer analysis of the possible sequences of function calls. This led to the notions of dependency pair in the theory of first-order rewrite systems Art96, AG00, HM05, GTSKF06, and size-change principle for first-order functional programs [LJBA01. These two notions are thoroughly compared in TG05. In this case, it is sufficient to define a measure on the class of terms that are arguments of a function call. Various extensions to the higher-order case have been developed SWS01, Wah07, JB08, KISB09, Kop11, but no general unifying theory yet.

The present paper is not concerned with this problem but with defining a practical notion of size for $\lambda$-terms.

Note by the way that the derivational complexity of a rewrite system HL89 does not seem to be related, at least in a simple way, to the ordinal necessary to prove its termination: there are rewrite systems whose termination can be proved by induction up to $\omega$ only and yet have huge derivational complexities Mos14, unless perhaps one bounds the growth of the size of terms [Sch14]. The notion of runtime complexity seems to provide a better (Turing related) complexity model AM10.

Finally, note that, having only a quasi-interpretation, i.e. $\|t\| \geq \mathcal{N}\|u\|$ whenever $t \rightarrow u$, already provides useful information on the runtime complexity BMP11. We will also see that it might help in finding of a termination proof.

### 1.2 Model-based termination

In MN70, Manna and Ness proposed to interpret every term whose free variables are $x_{1}, \ldots, x_{n}$ by a function from $\mathcal{D}^{n}$ to $\mathcal{D}$, where $\left(\mathcal{D},<_{\mathcal{D}}\right)$ is a well-founded domain. That is, $\mathcal{N}$ is the set of all the functions from some power of $\mathcal{D}$ to $\mathcal{D}$ and $<_{\mathcal{N}}$ is the pointwise extension of $<_{\mathcal{D}}$, i.e. $f: \mathcal{D}^{n} \rightarrow \mathcal{D}<_{\mathcal{N}} g: \mathcal{D}^{n} \rightarrow \mathcal{D}$ if, for all $x_{1}, \ldots, x_{n} \in \mathcal{D}, f\left(x_{1}, \ldots, x_{n}\right)<_{\mathcal{D}} g\left(x_{1}, \ldots, x_{n}\right)$.

In the first-order case, this can be done in a structural way by interpreting every function symbol $f$ of arity $n$ by a function $f_{\mathcal{D}}: \mathcal{D}^{n} \rightarrow \mathcal{D}$ and every term by composing the interpretations of its symbols (e.g. $\|\mathrm{f}(\mathrm{g} x)\|$ is the function mapping $x$ to $\mathrm{f}_{\mathcal{D}}\left(\mathrm{g}_{\mathcal{D}}(x)\right)$ ). If moreover these interpretation functions are monotone in each argument, then checking that rewriting is size-decreasing can be reduced to checking that every rule is size-decreasing.

A natural domain for $\left(\mathcal{D},<_{\mathcal{D}}\right)$ is of course $\left(\mathbb{N},<_{\mathbb{N}}\right)$. In this case, by restricting the class of functions, e.g. to polynomials of bounded degree, one can develop heuristics for trying to automatically find monotone interpretation functions that make rules size-decrease CL87, Luc05, CMTU05, FGM ${ }^{+} 07$.

Moreover, by taking $h\left(x_{1}, \ldots, x_{n}\right)=f\left(x_{1}, \ldots, x_{n}\right)-g\left(x_{1}, \ldots, x_{n}\right)-1$, sizedecreasingness can be reduced to absolute positivity, i.e. checking that $h\left(x_{1}, \ldots\right.$, $\left.x_{n}\right) \geq 0$ for all $x_{1}, \ldots, x_{n} \in \mathbb{N}$. Unfortunately, polynomial absolute positivity is undecidable on $\mathbb{N}$ since it is equivalent to the solvability of Diophantine equations (Proposition 6.2.11 in [TeR03]), which is undecidable Mat70, Mat93]. Yet, these tools get useful results in practice by restricting degrees and coefficients to small values, e.g. in $\{0,1,2\}$.

A similar approach can be developed for dense sets like $\mathbb{Q}^{+}$or $\mathbb{R}^{+}$by ordering them with the (not well-founded!) usual orderings on $\mathbb{Q}^{+}$and $\mathbb{R}^{+}$if one assumes moreover that $\mathrm{f}_{\mathcal{D}}\left(x_{1}, \ldots, x_{n}\right)>x_{i}$ for all f and $i$ Der79a, or with the wellfounded relation $<_{\delta}$ where, for some fixed $\delta>0, x<_{\delta} y$ if $x<y+\delta$ Luc05, $\mathrm{FNO}^{+} 08$. In the case of $\mathbb{R}^{+}$, polynomial absolute positivity is decidable but of exponential complexity Tar48, Col75]. Useful heuristics have however been studied HJ98.

These approaches have also been successfully extended to linear functions on domains like $\mathcal{D}=\mathcal{B}^{n}$ (vectors of length $n$ ) or $\mathcal{D}=\mathcal{B}^{n \times n}$ (square matrices of dimension $n \times n$ ) EWZ08, CGP10, where $\mathcal{B}$ is a well-founded domain.

Instead of polynomial functions, Cichoń considered the class of Hardy functions Har04 indexed by ordinals smaller than $\varepsilon_{0}$ CT96. The properties of Hardy functions (composition is addition of indices, etc.) make possible to reduce the search of appropriate Hardy functions to solving inequalities on ordinals.

Manna and Ness' approach has also been extended to the higher-order case.
In Gan80, Gandy remarks that terms of the $\lambda I$-calculus (i.e. when, in every abstraction $\lambda x t, x$ freely occurs at least once in $t$ ) can be interpreted in the set of hereditary strictly monotone functions on some well-founded set $\left(\mathcal{D},<_{\mathcal{D}}\right)$, that is, a closed term of base type $B$ is interpreted in the set $\llbracket \mathrm{B} \rrbracket=\mathcal{D}$, a closed term of type $T \Rightarrow U$ is interpreted by a monotone function from $\llbracket T \rrbracket$ to $\llbracket U \rrbracket$, and $f: \llbracket T \Rightarrow U \rrbracket \ll_{\llbracket T \Rightarrow U \rrbracket} g: \llbracket T \Rightarrow U \rrbracket$ if, for all $x \in \llbracket T \rrbracket, f(x)<\llbracket U \rrbracket g(x)$ (note that, in contrast with the first-order case, $x$ itself may be a function). Then, by taking $\mathcal{D}=\mathbb{N}$ and extending the $\lambda$-calculus with constants $0: o, \mathrm{~s}: o \Rightarrow o$ and $+: o \Rightarrow o \Rightarrow o$ for each base type $o$, he defines a size function that makes $\beta$-reduction size-decrease and provide an upper bound to the number of rewrite steps. An exact upper bound was later computed by de Vrijer in dV87.

Gandy's approach was later extended by van de Pol vdP93, vdP96 and Kahrs Kah95 to arbitrary higher-order rewriting à la Nipkow Nip91, MN98, that is, to rewriting on terms in $\beta$-normal $\eta$-long form and higher-order patternmatching Mil91. But this approach has started to be implemented only recently [FK12].

Interestingly, van de Pol also showed that, in the simply-typed $\lambda$-calculus, Gandy's approach can be seen as a refinement of Girard's proof of termination
based on computability predicates vdP95, vdP96.
Finally, a general categorical framework has been developed by Hamana [Ham06], that is complete wrt the termination of binding term rewrite systems, a formalism based on Fiore, Plotkin and Turi's binding algebra [FPT99] and close to a typed version of Klop's combinatory reduction systems [KvOvR93].

To the best of our knowledge, nobody seems to have studied the relations between Howard's approach based on ordinals How70, WW12] and Gandy's approach based on interpretations Gan80, dV87, vdP96.

Finally, note that the existence of a quasi-interpretation, i.e. $\|t\| \geq_{\mathcal{N}}\|u\|$ whenever $t \rightarrow u$, not only may give useful information on the complexity of a rewrite system BMP11 but, sometimes, it may also simplify the search of a termination proof. Indeed, Zantema proved in Zan95 that the termination of a first-order rewrite system $\mathcal{R}$ is equivalent to the termination of $\operatorname{lab}(\mathcal{R}) \cup>_{\mathcal{N}}$, where $\operatorname{lab}(\mathcal{R})$ are all the variants of $\mathcal{R}$ obtained by annotating function symbols by the interpretation of their arguments, a transformation called semantic labeling. Although usually infinite, the obtained labeled system may be simpler to prove terminating, and some heuristics have been developed to use this technique in automated termination tools MOZ96, KZ06, SM08. This result was later extended to the higher-order case by Hamana Ham07.

### 1.3 Termination based on typing with size annotations

But there is also another approach based on the semantics of inductive types, that has been developed for functions defined using a fixpoint combinator and pattern-matching BQS80.

The semantics of an inductive type $B, \llbracket B \rrbracket$, is usually defined, following Hessenberg's theorem Hes09, Knaster and Tarski's theorem [KT28] or Tarski's theorem Tar55, as the smallest fixpoint of a monotone function $F_{\mathrm{B}}$ on some complete lattice. Following Kuratowski Kur22, CC79, such a fixpoint can be reached by transfinite iteration of $F_{B}$ from the smallest element of the lattice $\perp$. Hence, every element $t \in \llbracket \mathrm{~B} \rrbracket$ can be given as size the smallest ordinal $\mathfrak{a}$ such that $t \in F_{\mathrm{B}}^{\mathfrak{a}}(\perp)$. In particular, terms of a first-order data type like the type of Peano integers, lists, binary trees, ... always have a size smaller than $\omega$.

Mendler used this notion of size to prove the termination of an extension of Gödel' system T Göd58 and Howard' system V How72 to functionals defined by recursion on higher-order inductive types, i.e. types with constructors taking functions as arguments Men87, Men91, in which case the size of a term can be bigger than $\omega$.

In HPS96, Par00, Hughes, Pareto and Sabry proposed to reify this notion of size by extending the type system with, for each data type $B$, new type constants $B_{0}, B_{1}, \ldots B_{\infty}=B$ for typing the terms of type $B$ of size smaller than or equal to $0,1, \ldots, \infty$ respectively, and the subtyping relation induced by the fact that a term of size at most $a$ is also of size at most $b$ whenever $a \leq b$. More generally, to be able to provide some information on how a function behaves wrt sizes, they consider as size annotations not only $0,1, \ldots$ but any first-order term built from
the function symbols 0 for zero, s for successor and + for addition, and arbitrary size variables $\alpha, \beta, \ldots$, that is the language of Presburger arithmetic Pre29. So, for instance, the usual list constructor cons gets the type $N \Rightarrow L_{\alpha} \Rightarrow L_{s \alpha}$, and the usual map function on lists can be typed by $(N \Rightarrow N) \Rightarrow L_{\alpha} \Rightarrow L_{\alpha}$, where $\alpha$ is a free size variable that can be instantiated by any size expression in a way similar to type instantiation in ML-like programming languages Mil78.

Hughes, Pareto and Sabry do not actually prove the termination of their calculus but provide a domain-theoretic model Sco72]. Hence, following Plotkin Plo77, a closed term of first-order data type terminates iff its interpretation is not $\perp$. The first termination proof for arbitrary terms seems to have been given by Amadio and Coupet-Grimal in ACG97, ACG98, who independently developed a system similar to the one of Hughes, Pareto and Sabry, inspired by Giménez' work on the use of typing annotations for termination and productivity Gim96. Giménez himself later proposed a similar system in Gim98 but provided no termination proof. Note that Plotkin's result was later extended to higher-order types and rewriting-based function definitions by Berger, and Coquand and Spiwack in Ber05, CS07, Ber08.

Size annotations are an abstraction of the semantic notion of size that one can use to prove properties on the actual size of terms like termination (sizedecreasingness) or the fact that a function is not size-increasing (e.g. map), which can in turn be used in a termination proof Wal88, Gie97. Following Cou97, it could certainly be described as an abstract interpretation.

Hence, termination can be reduced to checking that a term has some given type in the system with size-annotated type constants and subtyping induced by the ordering on size annotations, the usual typing rules being indeed valid deduction rules wrt the size of terms (e.g. if $t: \mathrm{N}_{a} \Rightarrow \mathrm{~N}_{b}$ and $u: \mathrm{N}_{a}$, then $\left.t u: \mathrm{N}_{b}\right)$.

But, in such a system, a term can have infinitely many different types because both of size instantiation and of subtyping. As already mentioned, size instantiation is similar to type instantiation in Hindley-Milner's type system [Hin69, Mil78] where the set of types of a term has a smallest element wrt the instantiation ordering if it is not empty Hue76. In this case, there is a complete type-checking algorithm for $(t, T)$ which consists in checking that $T$ is an instance of the smallest type of $t$ Hin69. Unfortunately, with subtyping, there is no smallest type wrt the instantiation ordering (e.g. $\lambda x x$ has type $\alpha \Rightarrow \alpha$ for all $\alpha$, and type $\mathrm{B} \Rightarrow \mathrm{C}$ if $\mathrm{B}<\mathrm{C}$, but $\mathrm{B} \Rightarrow \mathrm{C}$ is not an instance of $\alpha \Rightarrow \alpha$ ), or subtyping composed with instantiation (e.g. $\lambda f \lambda x f(f x))$ has type $(\alpha \Rightarrow \alpha) \Rightarrow(\alpha \Rightarrow \alpha)$ for all $\alpha$, and type $(\mathrm{B} \Rightarrow \mathrm{C}) \Rightarrow(\mathrm{B} \Rightarrow \mathrm{C})$ if $\mathrm{B}<\mathrm{C}$, but no instance of $(\alpha \Rightarrow \alpha) \Rightarrow(\alpha \Rightarrow \alpha)$ is a subtype of $(\mathrm{B} \Rightarrow \mathrm{C}) \Rightarrow(\mathrm{B} \Rightarrow \mathrm{C}))$ [FM90]. Hence, to recover a notion of smallest type and completeness, all the works we know on type inference with subtyping extend the notion of type to include subtyping constraints. We won't follow this approach though since we will consider Church-style $\lambda$-terms (i.e. with type-annotated abstractions) instead of Curry-style $\lambda$-terms, and prove that, in this case, there is a smallest type wrt to subtyping composed with instantiation when size expressions are built from the successor symbol, an arbitrary number of nullary constants and variables only
(the "successor" size algebra). Note however that, although structural (function types and base types are incomparable), subtyping is not in this case wellfounded since, for instance, $\mathrm{N}_{\alpha} \Rightarrow \mathrm{N}>\mathrm{N}_{\mathrm{s} \alpha} \Rightarrow \mathrm{N}>\ldots$ Anyway, if we disregard how size annotations are related to the semantics of inductive types, our work has important connections with more general extensions of Hindley-Milner type system with indexed types [Zen97], DML(C) [Xi02], HM(X) [Sul00, generalized algebraic data types (GADTs) XCC03, Che03, ... (that are all a restricted form of dependent types dB70, ML75), or with subtypes Mit84, FM90, Pot01...

Hughes, Pareto and Sabry's approach was later extended to higher-order data types $\mathrm{BFG}^{+} 04$, polymorphic types Abe04, BGP05, Abe06, Abe08, rewritingbased function definitions in the calculus of constructions Bla04, Bla05a, conditional rewriting [BR06, product types [BGR08], fixpoint-based function definitions in the calculus of constructions BGP06, GS10, Sac11].

It should be noted that, in contrast with the ordinal-based approach, not all terms are given a size, but only those of base type that are arguments of a recursive function symbol. Moreover, although ordinals are used to define the size of terms, no ordinal is actually used in the termination criterion since one considers an abstraction of them. Indeed, when comparing two terms, one does not need to actually know their size: it is enough to know their difference. Hence, transfinite computations can be reduced to finite ones.

Finally, note that Roux and the author proved in BR09 that size annotations provide a quasi-model, and thus can be used in a semantic labeling. Terms whose type is annotated by $\infty$ (unknown size) are interpreted by using a technique introduced by Hirokawa and Middeldorp in HM06. Interestingly, semantic labeling allows one to deal with function definitions using matching on defined symbols, like in rules for associativity $($ e.g. $(x+y)+z \rightarrow x+(y+z))$, while termination criteria based on types with size annotations are restricted to matching on constructor symbols.

Current implementations of termination checkers based on typing with size annotations include ATS Xi03, ATS, MiniAgda Abe10, Min14, Agda Agd15, cicminus Sac11, Sac or HOT Bla12. Most of these tools assume given the annotated types of function symbols (e.g. to know whether the size of a function is bounded by the size of one of its arguments). Heuristics for inferring the annotations of function symbols have been proposed in [TT00, CK01]. They are both based on abstract interpretation techniques Cou96.

### 1.4 Contributions

The present paper gives a rigorous and detailed account of the approach and results sketched in Bla04, Bla05a, providing the first complete account of Hughes, Pareto and Sabry's approach for rewriting-based function definitions DJ90, TeR03.

In all the works on size-annotated types, the size algebra is fixed. In those considering first-order data types only, the size algebra is usually the language of Presburger arithmetic the first-order theory of which is decidable [Pre29, FR74].

In those considering higher-order data types, the successor symbol s is usually the only symbol allowed, except in BGR08 which allows addition too. Yet, there are various examples showing that, within a richer size algebra, more functions can be proved terminating since types are more precise.

The first contribution of the present paper is therefore to introduce a general formulation of Hughes, Pareto and Sabry's calculus parametrized, for size annotations, by a quasi-ordered first-order term algebra ( $\mathrm{A}, \leq_{\mathrm{A}}$ ) interpreted in ordinals, and provide a general type-checking algorithm that is complete whenever size function symbols are monotone, the existential fragment of $\left(\mathrm{A}, \leq_{\mathrm{A}}\right)$ is decidable and every satisfiable set of size constraints admits a smallest solution.

Second, in all the previous works, the notion of size is also fixed: the size of $t \in \llbracket \mathrm{~B} \rrbracket$ is the smallest ordinal $\mathfrak{a}$ such that $t \in F_{\mathrm{B}}^{\mathfrak{a}}(\perp)$. When the calculus is confluent, this corresponds to the height of the tree representation of the normal form of $t$ (an abstraction being represented as an infinite set of trees). But this notion of size is clearly incomplete wrt termination.

The second contribution of the paper is to introduce a more general notion of size (but probably still incomplete) based on the stratification of the interpretation of inductive types, and to prove that one can build such a stratification in the domain of Girard's computability predicates Gir72, GLT88, by using a monotone and extensive size function on ordinals for each inductive type constructor.

The last contribution is the proof that, in the successor algebra, the satisfiability of a finite set of constraints is decidable in polynomial time, and every satisfiable finite set of constraints admit a smallest solution that can be computed in polynomial time too.

### 1.5 Organization of the paper

In Section 2, we define the set of terms that we consider, the relation the termination of which we are interested in, and the interpretation of types as Girard's computability predicates GLT88 that we use to prove termination.

In Section 3, we introduce the notions of stratification, size wrt a stratification, stratification wrt constructor size functions and accessibility, and prove general properties on the size of computable terms.

In Section 4, we introduce a general termination criterion based on a type system with size-annotated type constants and subtyping parametrized, for size expressions, by an arbitrary quasi-ordered first-order term algebra interpreted in ordinals. This criterion is modular: each rewrite rule must satisfy three conditions, one of them being very easy to check, the other two being a minimality property of size annotations used to abstract the sizes of the arguments of the left-hand side, and a property of the right-hand side mixing type-checking (for subject reduction) and size-decreasingness (for termination). This local sizedecreasingness property could certainly be replaced by a global termination analysis like in the dependency pair framework AG00 or in the size-change
principle LJBA01. Before proving the correctness of the criterion, we provide various examples of its expressive power.

In Section 5, we provide a complete algorithm for checking subject reduction and size-decreasingness, assuming that the size algebra is monotone, there is an algorithm for deciding the satisfiability of finite conjunctions of subtyping constraints, and satisfiable finite conjunctions of subtyping constraints have a smallest solution wrt subtyping composed with instantiation.

In Section 6. we show how subtyping problems can be reduced to ordering problems in the size algebra.

We then study the simplest possible algebra, the successor algebra. Although this algebra is simple, our termination criterion based on it surpasses the termination criterion currently implemented in the Coq or Matita proof assistants Coq92, Gim94, Bou12.

In Section 7, we prove that the successor algebra fulfills the conditions described in Section 5 and, in Section 8, we provide a simple sufficient condition for the minimality condition to hold in this algebra.

## 2 Terms, types and computability

In this section, we define the set of terms that we consider (simply-typed $\lambda$-calculus with constants), the operational semantics (the combination of $\beta$ reduction and user-defined rewrite rules), and the notion of computability used to prove termination.

Given a set $E$, we denote by $E^{*}$ the set of words or sequences over $E$ (i.e. the free monoid containing $E$ ), the empty word by $\varepsilon$, the concatenation of words by juxtaposition, the length of a word $w$ by $|w|$. We also use $\vec{e}$ to denote a (possibly empty) sequence $e_{1}, \ldots, e_{|\vec{e}|}$ of elements of $E$.

### 2.1 Types

After Church Chu40, we assume given a non-empty countable set $\mathcal{S}$ of sorts $\mathrm{A}, \mathrm{B}, \ldots$ and define the set $\mathcal{T}$ of (simple) types as follows:

- sorts are types;
- if $T$ and $U$ are types, then $T \Rightarrow U$ is a type.

Implication associates to the right. So, $T \Rightarrow U \Rightarrow V$ is the same as $T \Rightarrow$ $(U \Rightarrow V)$ and, more generally, $\vec{T} \Rightarrow U$ is the same as $T_{1} \Rightarrow \ldots \Rightarrow T_{|\vec{T}|} \Rightarrow U$.

### 2.2 Terms

Given disjoint countable sets $\mathcal{X}, \mathcal{C}$ and $\mathcal{F}$, for variables, constructors and function symbols respectively, we define the set $\mathcal{L}$ of pre-terms as follows:

- variables, constructors and function symbols are pre-terms;

Figure 1: Typing rules

$$
\begin{array}{cc}
\frac{s \in \mathcal{C} \cup \mathcal{F}}{\Gamma \vdash s: \tau^{s}} & \frac{\Gamma \vdash t: U \Rightarrow V}{\Gamma \vdash t \vdash: V} \\
\frac{(x, T) \in \Gamma}{\Gamma \vdash x: T} & \frac{\Gamma, x: U \vdash v: V}{\Gamma \vdash \lambda x^{U} v: U \Rightarrow V}
\end{array}
$$

- if $x$ is a variable, $T$ a type and $u$ a pre-term, then $\lambda x^{T} u$ is a pre-term;
- if $t$ and $u$ are pre-terms, then $t u$ is a pre-term.

As usual, $t u_{1} \ldots u_{n}$ denotes $\left(\ldots\left(\left(t u_{1}\right) u_{2}\right) \ldots u_{n-1}\right) u_{n}$.
Terms are obtained by quotienting pre-terms by $\alpha$-equivalence, i.e. renaming of bound variables, assuming that $\mathcal{X}$ is infinite. See for instance CF58 for a definition of substitution and $\alpha$-equivalence.

A substitution $\theta$ is a map from variables to terms whose domain $\operatorname{dom}(\theta)=$ $\{x \in \mathcal{X} \mid \theta(x) \neq x\}$ is finite. In the following, any finite map $\theta$ from variables to terms will be implicitly extended into the substitution $\theta \cup\{(x, x) \mid x \notin \operatorname{dom}(\theta)\}$. Let $\mathrm{FV}(\theta)=\bigcup\{\operatorname{FV}(\theta(x)) \mid x \in \operatorname{dom}(\theta)\}$. The application of a substitution $\theta$ to a term $t$ is written $t \theta$. We have $x \theta=\theta(x),(t u) \theta=(t \theta)(u \theta)$ and $\left(\lambda x^{T} u\right) \theta=$ $\lambda x^{T}(u \theta)$ if $x \notin \operatorname{dom}(\theta) \cup \mathrm{FV}(\theta)$, which can always be done by $\alpha$-equivalence.

A constructor term is a term built from variables and constructor applications only.

### 2.3 Typing

We assume that every symbol $s \in \mathcal{C} \cup \mathcal{F}$ is equipped with a type $\tau^{s}$ and write $s: T$ or $(s, T) \in \Theta$ if $\tau^{s}=T$. If $\tau^{s}=T_{1} \Rightarrow \ldots T_{n} \Rightarrow \mathrm{~A}$ and $\mathrm{A} \in \mathcal{S}$, then we let $\mathrm{n}^{s}=n$ be the maximum number of arguments $s$ can take, $\tau_{k}^{s}=T_{k}$ be the type of its $k$-th argument, $\tau^{s, k}=T_{k+1} \Rightarrow \ldots T_{n} \Rightarrow \mathrm{~A}$ be the type of the application of $s$ to $k$ arguments, and $\mathrm{A}^{s}=\tau^{s, \mathrm{n}^{s}}=\mathrm{A}$ be the type of $s$ when it is maximally applied. This can be summarized as follows:

$$
\tau^{s}=\tau_{1}^{s} \Rightarrow \ldots \Rightarrow \tau_{\mathrm{n}^{s}}^{s} \Rightarrow \mathrm{~A}^{s}
$$

A typing environment is a finite map $\Gamma$ from variables to types. Let $\operatorname{dom}(\Gamma)=$ $\{x \in \mathcal{X} \mid \exists T,(x, T) \in \Gamma\}$ be the domain of $\Gamma$. Let $\Gamma, x: U$ denote the function mapping $x$ to $U$ and every $y \in \operatorname{dom}(\Gamma)-\{x\}$ to $\Gamma(y)$.

The deduction rules assigning a type to a term in a typing environment are given in Figure 1.

### 2.4 Rewriting

Given a relation on terms $R$, let $R(t)=\left\{t^{\prime} \in \mathcal{L} \mid t R t^{\prime}\right\}$ be the set of immediate reducts of a term $t, R^{*}$ be the reflexive and transitive closure of $R$, and $R^{-1}$ be its inverse $\left(x R^{-1} y\right.$ if $\left.y R x\right) . R$ is monotone if $t u R t^{\prime} u$, ut $R u t^{\prime}$ and $\lambda x^{U} t R \lambda x^{U} t^{\prime}$ whenever $t R t^{\prime}$. It is stable (by substitution) if $t \theta R t^{\prime} \theta$ whenever $t R t^{\prime}$. Given two relations $R$ and $S$, let $R S$ be their composition $(t R S v$ if there is $u$ such that $t R u$ and $u S v$ ). A relation $R$ is locally confluent if $R^{-1} R \subseteq R^{*}\left(R^{-1}\right)^{*}$, and confluent if $\left(R^{-1}\right)^{*} R^{*} \subseteq R^{*}\left(R^{-1}\right)^{*}$.

A pair of terms $(l, r)$, written $l \rightarrow r$, is a rewrite rule if there are f and $\vec{l}$ such that $l=\mathrm{f} \vec{l}, \mathrm{FV}(r) \subseteq \mathrm{FV}(l)$ and $\Gamma \vdash r: T$ whenever $\Gamma \vdash l: T$. Given a set $\mathcal{R}$ of rewrite rules, let $\rightarrow_{\mathcal{R}}$ denote the smallest monotone and stable relation containing $\mathcal{R}$. The last condition on rewrite rules implies that $\rightarrow_{\mathcal{R}}$ preserves typing: if $\Delta \vdash t: U$ and $t \rightarrow_{\mathcal{R}} u$, then $\Delta \vdash u: U$. This condition is satisfied if, for instance, $l$ contains no abstraction and no subterm of the form $x t$ [BFG97].

The relation of $\beta$-rewriting $\rightarrow_{\beta}$ is the smallest monotone relation containing all the pairs $\left(\left(\lambda x^{U} t\right) u, t\{(x, u)\}\right)$.

All over the paper, we assume given a set $\mathcal{R}$ of rewrite rules and let SN be the set of terms strongly normalizing wrt:

$$
\rightarrow=\rightarrow_{\beta} \cup \rightarrow_{\mathcal{R}}
$$

Given a relation $R$, let $\vec{x} R_{\text {prod }} \vec{y}$ if $|\vec{x}|=|\vec{y}|$ and there is $i$ such that $x_{i} R y_{i}$ and, for all $j \neq i, x_{j}=y_{j}$. Given $n$ relations $R_{1}, \ldots, R_{n}$, let $\vec{x}\left(R_{1}, \ldots, R_{n}\right)_{\text {lex }} \vec{y}$ if $|\vec{x}|=|\vec{y}|=n$ and there is $i$ such that $x_{i} R_{i} y_{i}$ and, for all $j<i, x_{j}=y_{j}$.

### 2.5 Computability

Following Tait Tai67, Girard Gir72, Mendler Men87, Okada Oka89, BreazuTannen and Gallier BTG89, Jouannaud and Okada JO91, BJO02, . . . the termination of a rewrite relation on terms can be obtained by interpreting types by computability predicates and ensuring that function symbols are computable, that is, map computable terms to computable terms.

Definition 1 (Computability predicate) A term $t$ is neutral if it is of the form $x \vec{v}$, $(\lambda x t) u \vec{v}$ or $\mathrm{f} \vec{t}$ with $|\vec{t}| \geq \max \{|\vec{l}| \mid \exists r, f \vec{l} \rightarrow r \in \mathcal{R}\}$. A computability predicate is a set of terms $S$ satisfying the following properties:

- $S \subseteq \mathrm{SN}$;
- $\rightarrow(S) \subseteq S$;
- if $t$ is neutral and $\rightarrow(t) \subseteq S$, then $t \in S$.

An element of a computability predicate is said computable.

Note that the set $\mathcal{X}$ of variables is included in every computability predicate, and that the set $\mathcal{P}$ of all the computability candidates is a complete lattice for inclusion. The greatest lower bound of a set $\mathcal{Q} \subseteq \mathcal{P}$ is $\bigcap \mathcal{Q}$ if $\mathcal{Q} \neq \emptyset$, and SN , the greatest element of $\mathcal{P}$, otherwise. Moreover, given a computability predicate $S,\left(\lambda x^{U} v\right) u \in S$ iff $v_{x}^{u} \in S$ and $u \in \mathrm{SN}$. For more details on computability predicates, see for instance Bla15.

The interpretation of function types is designed as follows in order to ensure the termination of $\beta$-reduction:

Definition 2 (Interpretation of function types) Given a partial function $I$ from $\mathcal{S}$ to the powerset of $\mathcal{L}, \wp(\mathcal{L})$, the interpretation of a type $T$ wrt $I$, written $\llbracket T \rrbracket_{I}$ is defined by induction on $T$ as follows:

- $\llbracket \mathrm{A} \rrbracket_{I}=I(\mathrm{~A}) ;$
- $\llbracket U \Rightarrow V \rrbracket_{I}=\llbracket U \rrbracket_{I} \rightarrow \llbracket V \rrbracket_{I}$ where $X \rightarrow Y=\{t \in \mathcal{L} \mid \forall u \in X, t u \in Y\}$.

Note that $X \rightarrow Y$ is a computability predicate whenever $X$ and $Y$ so are, $\llbracket T \rrbracket_{I}$ is defined whenever $I$ is defined on every sort occurring in $T$, and $\llbracket T \rrbracket_{I}=$ $\llbracket T \rrbracket_{J}$ whenever $I$ and $J$ are defined and equal on every sort occurring in $T$.

For interpreting sorts, one could take SN. But this interpretation does not allow one to prove the computability of functions defined by induction on types with constructors taking functions as arguments like in a type for representing continuations for instance.

Moreover, a terminating term of sort $A$ may have non-terminating subterms of function type. Consider for instance $c:(A \Rightarrow B) \Rightarrow A, f: A \Rightarrow(A \Rightarrow B)$, $\mathcal{R}=\{\mathrm{f}(\mathrm{c} x) \rightarrow x\}$ and $t=\lambda x^{\mathrm{A}} \mathrm{f} x x$. Then, $(\mathrm{c} t) \in \mathrm{SN}$, but $t(\mathrm{c} t) \notin \mathrm{SN}$ since $t(\mathrm{c} t) \rightarrow_{\beta} \mathrm{f}(\mathrm{c} t)(\mathrm{c} t) \rightarrow_{\mathcal{R}} t(\mathrm{c} t)$. It is however possible to enforce that a subterm of type $T$ of a computable term of sort A is computable if A occurs in $T$ at positive positions only Men87:

Definition 3 (Positive and negative positions) The set of positions of a sort A in a type $T$, written $\operatorname{Pos}(\mathrm{A}, T)$, is defined as follows:

- $\operatorname{Pos}(A, B)=\{\varepsilon\}$ if $A=B$;
- $\operatorname{Pos}(A, B)=\emptyset$ if $A \neq B$;
- $\operatorname{Pos}(\mathrm{A}, U \Rightarrow V)=\{1 p \mid p \in \operatorname{Pos}(\mathrm{~A}, U)\} \cup\{2 p \mid p \in \operatorname{Pos}(\mathrm{~A}, V)\} ;$

The sets of positive and negative positions in a type $T$, written $\operatorname{Pos}^{+}(T)$ and $\mathrm{Pos}^{-}(T)$ respectively, are mutually defined as follows:

- $\operatorname{Pos}(\mathrm{A}, \mathrm{B})=\{\varepsilon\}$ if $\mathrm{A}=\mathrm{B}$;
- $\operatorname{Pos}(A, B)=\emptyset$ if $A \neq B ;$
- $\operatorname{Pos}^{+}(A)=\{\varepsilon\} ;$
- $\operatorname{Pos}^{-}(A)=\emptyset$;
- $\operatorname{Pos}^{+}(U \Rightarrow V)=\left\{1 p \mid p \in \operatorname{Pos}^{-}(U)\right\} \cup\left\{2 p \mid p \in \operatorname{Pos}^{+}(V)\right\} ;$
- $\operatorname{Pos}^{-}(U \Rightarrow V)=\left\{1 p \mid p \in \operatorname{Pos}^{+}(U)\right\} \cup\left\{2 p \mid p \in \operatorname{Pos}^{-}(V)\right\}$.

Definition 4 (Accessible arguments) We assume given a well-founded ordering on sorts $<_{\mathcal{S}}$. A type $T$ is positive wrt a sort A if:

- every sort occurring in $T$ is smaller than or equal to A :
for all $\mathrm{B}, \operatorname{Pos}(\mathrm{B}, T)=\emptyset$ or $\mathrm{B} \leq_{\mathcal{B}} \mathrm{A}$;
- A occurs only positively in $T: \operatorname{Pos}(\mathrm{A}, T) \subseteq \operatorname{Pos}^{+}(T)$.

The $i$-th argument of a constructor $\mathrm{c}: \vec{T} \Rightarrow \mathrm{~A}$ is accessible if $T_{i}$ is positive wrt A. It is moreover recursive if $\operatorname{Pos}\left(\mathrm{A}, T_{i}\right) \neq \emptyset$.

In the following, we assume wlog that, for each constructor c , there are natural numbers $\mathrm{r}^{\mathrm{c}}$ and $\mathrm{a}^{\mathrm{c}}$ such that $\mathrm{r}^{\mathrm{c}} \leq \mathrm{a}^{\mathrm{c}}$, for all $i<\mathrm{a}^{\mathrm{c}}$, the $i$-th argument of c is accessible and, for all $i<\mathrm{r}^{\mathrm{c}}$, the $i$-th argument of c is recursive:

$$
\tau^{c}=\underbrace{\tau_{1}^{c} \Rightarrow \ldots \Rightarrow \tau_{r_{\mathrm{c}}^{c}}^{c}}_{\text {rec. acc. args }} \Rightarrow \underbrace{\tau_{\mathrm{rcc}+1}^{c} \Rightarrow \ldots \Rightarrow \tau_{\mathrm{ac}}^{c}}_{\text {non-rec. acc. args }} \Rightarrow \underbrace{\tau_{\mathrm{a}+1}^{c} \Rightarrow \ldots \Rightarrow \tau_{\mathrm{nc}}^{c}}_{\text {non-acc. args }} \Rightarrow \mathrm{A}^{c}
$$

A sort A is said strictly positive if, for all $\mathrm{c}: \vec{T} \Rightarrow \mathrm{~A}$ and $i \in\left[1, \mathrm{r}^{\mathrm{c}}\right], T_{i}$ is of the form $\vec{U} \Rightarrow \mathrm{~A}$ with $\operatorname{Pos}(\mathrm{A}, \vec{U})=\emptyset$.

For instance, for the sort N of natural numbers with the constructors $0: \mathrm{N}$ and $\mathrm{s}: \mathrm{N} \Rightarrow \mathrm{N}$ (successor) Pea89, we can take $\mathrm{r}^{0}=\mathrm{a}^{0}=0$ and $\mathrm{r}^{\mathrm{s}}=\mathrm{a}^{\mathrm{s}}=1$ since N occurs only positively in N . Similarly, for the sort O of Howard's constructive ordinals with the constructors zero : O , succ: $\mathrm{O} \Rightarrow \mathrm{O}$ (successor) and lim : $(\mathrm{N} \Rightarrow \mathrm{O}) \Rightarrow \mathrm{O}$ (limit) How72, we can take $\mathrm{r}^{\text {zero }}=\mathrm{a}^{\text {zero }}=0, \mathrm{r}^{\text {succ }}=\mathrm{a}^{\text {succ }}=1$ since O occurs only positively in O , and $\mathrm{r}^{\text {lim }}=\mathrm{a}^{\text {lim }}=1$ since O occurs only positively in $\mathrm{N} \Rightarrow \mathrm{O}$ if one takes $\mathrm{N}<_{\mathcal{S}} \mathrm{O}$.

Now, one can define an interpretation $I$ for every sort by well-founded induction on $<_{\mathcal{S}}$ as follows. Let A be a sort and assume that $I$ is defined for every sort smaller than A . Then, let $I(\mathrm{~A})$ be the least fixpoint of the monotone function $F_{I}^{\mathrm{A}}$ on the complete lattice $\wp(\mathcal{L})$ such that:

$$
F_{I}^{\mathrm{A}}(X)=\left\{t \in \mathrm{SN} \mid \forall c \vec{t} \in \mathcal{C}_{\mathrm{A}^{*}}(t), \forall k \in\left[1, \mathrm{a}^{\mathrm{c}}\right], t_{k} \in \llbracket T_{k} \rrbracket_{I \cup\{(\mathrm{~A}, X)\}}\right\}
$$

where $\mathcal{C}_{\mathrm{A}}{ }^{*}(t)=\left\{\mathrm{c} \vec{t} \in \mathcal{C}_{\mathrm{A}} \mid t \rightarrow{ }^{*} \mathrm{c} \vec{t}\right\}$ and $\mathcal{C}_{\mathrm{A}}=\{\mathrm{c} \vec{t}|\exists \vec{T}, \mathrm{c}: \vec{T} \Rightarrow \mathrm{~A},|\vec{t}|=|\vec{T}|\}$.
The fact that such a least fixpoint exists follows from Knaster and Tarski's fixpoint theorem KT28, Tar55 and the following fact:

Lemma 1 Let A be a sort and $I$ be an interpretation for all the sorts smaller than $A$. If $T$ is positive wrt A, then $\llbracket T \rrbracket_{I \cup\{(\mathrm{~A}, X)\}}$ is monotone wrt $X$.

In the following, we simply write $t \in T$ instead of $t \in \llbracket T \rrbracket_{I}$, and $t \in T_{\mathrm{A}}^{X}$ instead of $t \in \llbracket T \rrbracket_{J}$ where $J(\mathrm{~A})=X$ and $J(\mathrm{~B})=I(\mathrm{~B})$ if $\mathrm{B}<_{\mathcal{S}} \mathrm{A}$.

[^1]
## 3 Size of computable terms

In this section, we study a general way of attributing an ordinal size to computable terms of sort type by defining, for each sort, a stratification of computable terms of this sort using a size function for each constructor.

By Hartogs theorem Har15, there is an ordinal that cannot be injected into $\wp(\mathcal{L})$. Let $\mathfrak{h}$ be the smallest such ordinal. Since $\mathcal{X}$ is infinitely countable and $\mathcal{C}$ and $\mathcal{F}$ are countable, $\mathfrak{h}$ is the successor cardinal of $|\wp(\mathcal{L})|=2^{\omega}$ HJ99.

### 3.1 Stratifications

Definition 5 (Stratification) Given a family $\left(S_{\mathfrak{a}}\right)_{\mathfrak{a}<\mathfrak{h}}$ of subsets of some set $S$, let $S_{\mathfrak{h}}=\bigcup_{\mathfrak{a}<\mathfrak{h}} S_{\mathfrak{a}}$.

A stratification of a computability predicate $S$ is a monotone sequence of computability predicates $\left(S_{\mathfrak{a}}\right)_{\mathfrak{a}<\mathfrak{h}}$ included in $S$ and converging to $S$, that is, such that $S_{\mathfrak{h}}=S$.

Given a stratification $S$, the size of an element $t \in S_{\mathfrak{h}}$, written $o_{S}(t)$, is the smallest ordinal $\mathfrak{a}<\mathfrak{h}$ such that $t \in S_{\mathfrak{a}}$.

A stratification is continuous if, for all infinite limit ordinal $\mathfrak{a}, S_{\mathfrak{a}}=\bigcup_{\mathfrak{b}<\mathfrak{a}} S_{\mathfrak{b}}$.
Note that, since $T_{\mathrm{A}}^{X}$ is monotone wrt $X$ when $T$ is positive wrt A, any stratification $S$ of A can be extended into a stratification $T^{S}$ of $T$ for every type $T$ that is positive wrt A, by taking $T_{\mathfrak{a}}^{S}=T_{\mathrm{A}}^{S_{\mathfrak{a}}}$.

Lemma 2 Let A be a sort, $t \in \mathrm{~A}$ and $S$ be a stratification of A.

1. If $t \rightarrow t^{\prime}$, then $o_{S}(t) \geq o_{S}\left(t^{\prime}\right)$.
2. If $S$ is continuous, then either $o_{S}(t)=0$ or $o_{S}(t)=\mathfrak{b}+1$ for some ordinal $\mathfrak{b}$.

Proof.

1. Since $S$ is stable by reduction, $t^{\prime} \in S_{o_{S}(t)}$. Therefore, $o_{S}\left(t^{\prime}\right) \leq o_{S}(t)$.
2. Assume that $o_{S}(t)$ is a limit ordinal $\mathfrak{a}>0$. Since $S$ is continuous, $S_{\mathfrak{a}}=$ $\bigcup_{\mathfrak{b}<\mathfrak{a}} S_{\mathfrak{b}}$. Therefore, $t \in S_{\mathfrak{b}}$ for some $\mathfrak{b}<\mathfrak{a}$. Contradiction.

For every sort A, a stratification of A can be obtained by the transfinite iteration of $F^{\mathrm{A}}$ from the smallest computability candidate $\perp$ Kur22, CC79]:

- $\mathrm{A}_{0}=\perp$;
- $\mathrm{A}_{\mathfrak{a}+1}=F^{\mathrm{A}}\left(\mathrm{A}_{\mathfrak{a}}\right)$;
- $A_{\mathfrak{a}}=\bigcup_{\mathfrak{b}<\mathfrak{a}} A_{\mathfrak{b}}$ if $\mathfrak{a}$ is a limit ordinal.

The fact that A is monotone follows from the facts that $\mathrm{A}_{0} \subseteq \mathrm{~A}_{1}$ and $F^{\mathrm{A}}$ is monotone CC79. Now, by definition of $\mathfrak{h}, A$ is not injective. Therefore, there are $\mathfrak{c}<\mathfrak{d}<\mathfrak{h}$ such that $A_{\mathfrak{c}}=A_{\mathfrak{d}}$. Since $A$ is monotone, $A_{\mathfrak{c}+1}=A_{\mathfrak{c}}$ and $A_{\mathfrak{h}}=A$ [RR63].

We will later refer to this stratification as the default stratification. This is the stratification used in all the previous works on sized types, except in Abe12. where, after SD03, Abel uses a stratification having better properties, namely $\mathrm{A}_{\mathfrak{a}}=\bigcup_{\mathfrak{b}<\mathfrak{a}} F^{\mathrm{A}}\left(\mathrm{A}_{\mathfrak{b}}\right)$.

Note that, in the default stratification, if no constructor of A has accessible functional arguments and $\rightarrow$ is finitely branching, then every element of A has a size smaller than $\omega$. Hence, when considering first-order data types only (natural numbers, lists, binary trees, ...) and a finitely branching rewrite relation $\rightarrow$, one can in fact take $\mathfrak{h}=\omega$.

On the other hand, when one wants to consider constructors with accessible functional arguments, then one can get terms of size bigger than $\omega$. For instance, take the sort O of Howard's constructive ordinals and let inj : $\mathrm{N} \Rightarrow \mathrm{O}$ defined by the rules inj $0 \rightarrow$ zero and inj $(\mathrm{s} x) \rightarrow$ succ $(\operatorname{inj} x)$. Then, $o(\lim \operatorname{inj})=\omega+1$ since, for all $n<\omega, o\left(\operatorname{inj}\left(\mathrm{~s}^{n} 0\right)\right)=n+1$. Note by the way that $o_{(\mathrm{N} \Rightarrow \mathrm{O})^{\circ}}(\mathrm{inj})=\omega$.

Similarly, one can get terms of size bigger than $\omega$ by considering infinitely branching and non confluent rewrite relations. For instance, with $\mathcal{R}=\{\mathrm{f} \rightarrow$ $\left.\mathrm{s}^{i} 0 \mid i \in \mathbb{N}\right\}, o(\mathrm{f})=\omega+1$.

### 3.2 Stratifications based on constructor size-functions

We now introduce a general way of defining a stratification:
Definition 6 (Size function) A size function for $c: \vec{T} \Rightarrow \mathrm{~A}$ is given by:

- for every $\left.k \in] \mathrm{r}^{\mathrm{c}}, \mathrm{a}^{\mathrm{c}}\right]$, a sort $\mathrm{A}_{k}^{\mathrm{c}}<_{\mathcal{S}} \mathrm{A}$ such that $\operatorname{Pos}\left(\mathrm{A}_{k}^{\mathrm{c}}, \tau_{k}^{\mathrm{c}}\right) \subseteq \operatorname{Pos}^{+}\left(\tau_{k}^{\mathrm{c}}\right)$, with respect to which we will measure the size of the $k$-th argument of c (in the following, we let $\mathrm{A}_{k}^{\mathrm{c}}=\mathrm{A}$ if $k \leq \mathrm{r}^{\mathrm{c}}$ );
- a function $\Sigma^{c}: \mathfrak{h}^{\mathrm{a}^{c}} \rightarrow \mathfrak{h}$ for computing the size of a term $\mathrm{c} \vec{t}$ from the sizes of its accessible arguments.

For instance, consider the type $T$ of labeled binary trees with the constructors leaf : $\mathrm{L} \Rightarrow \mathrm{T}$ and node : $\mathrm{T} \Rightarrow \mathrm{T} \Rightarrow \mathrm{L} \Rightarrow \mathrm{T}$. We can take $\mathrm{r}^{\text {leaf }}=0, \mathrm{a}^{\text {leaf }}=1$, $\mathrm{r}^{\text {node }}=2, \mathrm{a}^{\text {node }}=3$ and $\Sigma^{\text {node }}(\mathfrak{a}, \mathfrak{b})=\mathfrak{a}+\mathfrak{b}+1$ so that the size of a tree is not its height as in the default stratification but the number of its nodes.

Given a size function $\Sigma^{c}$ for every constructor $c$, we define a continuous stratification $\mathrm{A}^{\Sigma}$ of A by induction on $>_{\mathcal{S}}$ as follows, where $o^{c}(\vec{t})$ denote the sequence of length $\mathrm{a}^{\mathrm{c}}$ such that, for all $k \leq \mathrm{a}^{\mathrm{c}}, o_{k}^{\mathrm{c}}(\vec{t})=o_{\tau_{k}^{\mathrm{c}}{ }_{k}^{\mathrm{c}}}\left(t_{k}\right)$ :

- $\mathrm{A}_{0}^{\Sigma}$ is the set of terms $t \in \mathrm{SN}$ such that, for all $\mathrm{c} \vec{t} \in \mathcal{C}_{\mathrm{A}} \overrightarrow{ }^{*}(t)$ :
$-\mathrm{r}^{\mathrm{c}}=0$,
- for every $k \in\left[1, \mathrm{a}^{\mathrm{c}}\right], t_{k} \in \tau_{k}^{\mathrm{c}}$,
$-\Sigma^{c}\left(o^{c}(\vec{t})\right)=0$.
- $\mathrm{A}_{\mathfrak{a}+1}^{\Sigma}$ is the set of terms $t \in \mathrm{SN}$ such that, for all $\mathrm{c} \vec{t} \in \mathcal{C}_{\mathrm{A}} \overrightarrow{ }^{*}(t)$ :
- for every $k \in\left[1, \mathrm{r}^{\mathrm{c}}\right], t_{k} \in\left(\tau_{k}^{\mathrm{c}}\right)_{\mathrm{A}}^{\mathrm{A}_{\mathrm{a}}^{\Sigma}}$,
- for every $\left.k \in] \mathrm{r}^{\mathrm{c}}, \mathrm{a}^{\mathrm{c}}\right], t_{k} \in \tau_{k}^{\mathrm{c}}$,
$-\Sigma^{\mathrm{c}}\left(o^{\mathrm{c}}(\vec{t})\right) \leq \mathfrak{a}+1$.
- $A_{\mathfrak{a}}^{\Sigma}=\bigcup_{\mathfrak{b}<\mathfrak{a}} A_{\mathfrak{b}}^{\Sigma}$ if $\mathfrak{a}$ is a limit ordinal.

The definition of $A^{\Sigma}$ is similar to the definition of the default stratification except that the size functions $\Sigma^{c}$ are used to enforce lower bounds on the size of terms. Hence, if one takes the constant function equal to 0 for every $\Sigma^{c}$, one almost gets the default stratification. To get the default stratification one has to slightly change the definition of $A^{\Sigma}$ by taking $A_{0}^{\Sigma}=\perp$. The current definition has the advantage that both variables and nullary constructors have size 0 so that, for instance, if one takes $\Sigma_{0}=\Sigma_{\mathrm{s}}=0$, then $o_{\mathrm{N}^{\Sigma}}\left(\mathrm{s}^{i} x\right)=o_{\mathrm{N}^{\Sigma}}\left(\mathrm{s}^{i} 0\right)=i$ while, in the default stratification, $o\left(\mathbf{s}^{i} x\right)=i$ and $o\left(\mathbf{s}^{i} 0\right)=i+1$.

We now check that $S$ is indeed a stratification of A.
Lemma 3 For all $\mathfrak{a}<\mathfrak{h}, A_{\mathfrak{a}}^{\Sigma}$ is a computability predicate.
Proof. We proceed by induction on $\mathfrak{a}$.

- $A_{0}^{\Sigma}$ is a computability predicate:
$-\mathrm{A}_{0}^{\Sigma} \subseteq \mathrm{SN}$ by definition.
- Assume that $t \in \mathrm{~A}_{0}^{\Sigma}$ and $t \rightarrow t^{\prime}$. Then, $t^{\prime} \in \mathrm{SN}$. Assume moreover that $\mathrm{c} \vec{t} \in \mathcal{C}_{\mathrm{A}} \overrightarrow{ }^{*}\left(t^{\prime}\right)$. Then, $\mathrm{c} \vec{t} \in \mathcal{C}_{\mathrm{A}} \overrightarrow{ }^{*}(t)$. Therefore, for every $k \leq \mathrm{a}^{\mathrm{c}}, t_{k} \in \tau_{k}^{\mathrm{c}}$ and $\Sigma^{\mathrm{c}}\left(o^{\mathrm{c}}(\vec{t})\right)=0$.
- Assume that $t$ is neutral and $\rightarrow(t) \subseteq \mathrm{A}_{0}^{\Sigma}$. Then, $t \in \mathrm{SN}$. Assume moreover that $\mathrm{c} \vec{t} \in \mathcal{C}_{\mathrm{A}} \overrightarrow{ }^{*}(t)$. Since $t$ is neutral, there is $t^{\prime}$ such that $\mathrm{c} \vec{t} \in \mathcal{C}_{\mathrm{A}} \overrightarrow{ }^{*}\left(t^{\prime}\right)$. Therefore, for every $k \leq \mathrm{a}^{\mathrm{c}}, t_{k} \in \tau_{k}^{\mathrm{c}}$ and $\Sigma^{c}\left(o^{c}(\vec{t})\right)=0$.
- $A_{\mathfrak{a}+1}^{\Sigma}$ is a computability predicate whenever $A_{\mathfrak{a}}^{\Sigma}$ so is:
$-A_{\mathfrak{a}+1}^{\Sigma} \subseteq S N$ by definition.
- Assume that $t \in A_{\mathfrak{a}+1}^{\Sigma}$ and $t \rightarrow t^{\prime}$. Then, $t^{\prime} \in \mathrm{SN}$. Assume moreover that $\mathrm{c} \vec{t} \in \mathcal{C}_{\mathrm{A}} \overrightarrow{ }^{*}\left(t^{\prime}\right)$. Then, $\mathrm{c} \vec{t} \in \mathcal{C}_{\mathrm{A}} \overrightarrow{ }^{*}(t)$. Therefore, for every $k \leq \mathrm{a}^{\mathrm{c}}, t_{k} \in\left(\tau_{k}^{\mathrm{c}}\right)_{\mathrm{A}}^{\mathrm{A}_{\mathrm{a}}^{\Sigma}}$ and $\Sigma^{c}\left(o^{c}(\vec{t})\right) \leq \mathfrak{a}+1$.
- Assume that $t$ is neutral and $\rightarrow(t) \subseteq \mathrm{A}_{\mathfrak{a}+1}^{\Sigma}$. Then, $t \in \mathrm{SN}$. Assume moreover that $\mathrm{c} \vec{t} \in \mathcal{C}_{\mathrm{A}} \overrightarrow{ }^{*}(t)$. Since $t$ is neutral, there is $t^{\prime}$ such that $\mathrm{c} \vec{t} \in$ $\mathcal{C}_{\mathrm{A}} \overrightarrow{ }^{*}\left(t^{\prime}\right)$. Therefore, for every $k \leq \mathrm{a}^{\mathrm{c}}, t_{k} \in\left(\tau_{k}^{c}\right)_{\mathrm{A}^{\mathrm{a}}}^{\mathrm{A}^{\Sigma}}$ and $\Sigma^{\mathrm{c}}\left(o^{\mathrm{c}}(\vec{t})\right) \leq \mathfrak{a}+1$.
- $A_{\mathfrak{a}}^{\Sigma}$ is a computability candidate whenever $\mathfrak{a}$ is a limit ordinal and, for all $\mathfrak{b}<\mathfrak{a}, \mathrm{A}_{\mathfrak{b}}^{\Sigma}$ is a computability predicate (see remark after Definition 1 .

Lemma 4 For all $\mathfrak{a}<\mathfrak{h}, \mathrm{A}_{\mathfrak{a}}^{\Sigma} \subseteq \mathrm{A}$.
Proof. We proceed by induction on $\mathfrak{a}$.

- Let $t \in \mathrm{~A}_{0}^{\Sigma}$. Then, $t \in \mathrm{SN}$. Let now $\mathrm{c} \vec{t} \in \mathcal{C}_{\mathrm{A}} \overrightarrow{ }^{*}(t)$ and $k \leq \mathrm{a}^{\mathrm{c}}$. Then, $t_{k} \in \tau_{k}^{\mathrm{c}}$.
- Let $t \in \mathrm{~A}_{\mathfrak{a}+1}^{\Sigma}$. Then, $t \in \mathrm{SN}$. Let now $\mathrm{c} \vec{t} \in \mathcal{C}_{\mathrm{A}}{ }^{*}(t)$ and $k \leq \mathrm{a}^{\mathrm{c}}$. Then, $t_{k} \in\left(\tau_{k}^{c}\right)_{A}^{A_{a}^{\Sigma}}$. By induction hypothesis, $A_{\mathfrak{a}}^{\Sigma} \subseteq A$. Since $\tau_{k}^{c}$ is positive wrt $A$, $\left(\tau_{k}^{\mathrm{c}}\right)_{\mathrm{A}}^{\mathrm{A}_{\mathrm{a}}^{\Sigma}} \subseteq\left(\tau_{k}^{\mathrm{c}}\right)_{\mathrm{A}}^{\mathrm{A}}=\tau_{k}^{\mathrm{c}}$. Therefore, $t_{k} \in \tau_{k}^{\mathrm{c}}$.
- Let $t \in \mathrm{~A}_{\mathfrak{a}}^{\Sigma}$ with $\mathfrak{a}$ a limit ordinal. Then, $t \in \mathrm{~A}_{\mathfrak{b}}^{\Sigma}$ for some $\mathfrak{b}<\mathfrak{a}$. Therefore, by induction hypothesis, $t \in \mathrm{~A}$.

Lemma $5 A^{\Sigma}$ is monotone.
Proof. We prove that, for all $\mathfrak{a}$, for all $\mathfrak{b}$, if $\mathfrak{b}<\mathfrak{a}$, then $A_{\mathfrak{b}}^{\Sigma} \subseteq A_{\mathfrak{a}}^{\Sigma}$, by induction on $\mathfrak{a}$ (1). If $\mathfrak{a}$ is a limit ordinal, then this is immediate. Otherwise, $\mathfrak{a}=\mathfrak{a}^{\prime}+1$ and $\mathfrak{b} \leq \mathfrak{a}^{\prime}$. If $\mathfrak{b}<\mathfrak{a}^{\prime}$ then, by induction hypothesis (1), $A_{\mathfrak{b}}^{\Sigma} \subseteq A_{\mathfrak{a}^{\prime}}^{\Sigma}$. Otherwise, $\mathfrak{b}=\mathfrak{a}^{\prime}$. Hence, in both cases, we need to have $A_{\mathfrak{a}^{\prime}}^{\Sigma} \subseteq A_{\mathfrak{a}^{\prime}+1}^{\Sigma}$ to conclude. To this end, we prove that, for all $\mathfrak{c}<\mathfrak{a}, A_{\mathfrak{c}}^{\Sigma} \subseteq A_{\mathfrak{c}+1}^{\Sigma}$, by induction on c (2).

- Let $t \in \mathrm{~A}_{0}^{\Sigma}$. Then, $t \in \mathrm{SN}$. Let now $\mathrm{c} \vec{t} \in \mathcal{C}_{\mathrm{A}} \overrightarrow{ }^{*}(t)$ and $k \leq \mathrm{a}^{\mathrm{c}}$. Then, $\mathrm{r}^{\mathrm{c}}=0$, $t_{k} \in \tau_{k}^{c}$ and $\Sigma^{c}\left(o^{c}(\vec{t})\right)=0 \leq 1$. Hence, $\operatorname{Pos}\left(\mathrm{A}, \tau_{k}^{c}\right)=\emptyset$ and $\left(\tau_{k}^{c}\right)_{\mathrm{A}}^{\mathrm{A}_{0}^{\Sigma}}=\tau_{k}^{c}$. Therefore, $t \in \mathrm{~A}_{1}^{\Sigma}$.
- Let $t \in \mathrm{~A}_{\mathrm{c}+1}^{\Sigma}$. Then, $t \in \mathrm{SN}$. Let now $\mathrm{c} \vec{t} \in \mathcal{C}_{\mathrm{A}}{ }^{*}(t)$ and $k \leq \mathrm{a}^{c}$. Then, $t_{k} \in\left(\tau_{k}^{c}\right)_{A}^{A_{c}^{\perp}}$ and $\Sigma^{c}\left(o^{c}(\vec{t})\right) \leq \mathfrak{c}+1 \leq \mathfrak{c}+2$. Since $\operatorname{Pos}\left(\mathrm{A}, \tau_{k}^{\mathrm{c}}\right) \subseteq \operatorname{Pos}^{+}\left(\tau_{k}^{c}\right)$ and $A_{c}^{\Sigma} \subseteq A_{c+1}^{\Sigma}$ by induction hypothesis (2), we have $\left(\tau_{k}^{c}\right)_{A}^{A_{c}^{\Sigma}} \subseteq\left(\tau_{k}^{c}\right)_{\mathrm{A}}{ }^{\mathbf{A}^{\Sigma}+1}$. Therefore, $t \in A_{c+2}^{\Sigma}$.
- Let $t \in \mathrm{~A}_{\mathfrak{c}}^{\Sigma}$ with $\mathfrak{c}$ limit. Then, $t \in \mathrm{~A}_{\mathfrak{d}}^{\Sigma}$ for some $\mathfrak{d}<\mathfrak{c}$. Thus $t \in \mathrm{SN}$ and, by induction hypothesis $(2), t \in \mathrm{~A}_{\mathfrak{d}+1}^{\Sigma}$. Let now $\mathrm{c} \vec{t} \in \mathcal{C}_{\mathrm{A}} \overrightarrow{ }^{*}(t)$ and $k \leq \mathrm{a}^{\mathrm{c}}$. Then, $t_{k} \in\left(\tau_{k}^{\mathrm{c}}\right)_{\mathrm{A}}^{\mathrm{A}_{\mathrm{D}}^{\Sigma}}$ and $\Sigma^{\mathrm{c}}\left(o^{\mathrm{c}}(\vec{t})\right) \leq \mathfrak{d}+1 \leq \mathfrak{c}+1$. Since $\operatorname{Pos}\left(\mathrm{A}, \tau_{k}^{\mathrm{c}}\right) \subseteq \operatorname{Pos}^{+}\left(\tau_{k}^{\mathrm{c}}\right)$ and $\mathrm{A}_{\mathfrak{d}}^{\Sigma} \subseteq \mathrm{A}_{\mathfrak{c}}^{\Sigma}$ by induction hypothesis (1), we have $\left(\tau_{k}^{c}\right)_{\mathrm{A}}^{A_{\mathrm{d}}^{\Sigma}} \subseteq\left(\tau_{k}^{c}\right)_{\mathrm{A}}^{\mathrm{A}_{\mathrm{c}}^{\Sigma}}$. Therefore, $t \in A_{c+1}^{\Sigma}$.

Lemma $6 A_{\mathfrak{h}}^{\Sigma}=A$.
Proof. Since $A_{\mathfrak{a}}^{\Sigma} \subseteq A$, it suffices to prove that, for all $\mathfrak{a}, A_{\mathfrak{a}} \subseteq A_{\mathfrak{h}}^{\Sigma}$, by induction on $\mathfrak{a}$.

- $\mathrm{A}_{0}=\perp \subseteq \mathrm{A}_{\mathfrak{h}}^{\Sigma}$.
- Let $\mathfrak{a}$ be a limit ordinal smaller than $\mathfrak{h}$. By induction hypothesis, for all $\mathfrak{b}<\mathfrak{a}$, $A_{\mathfrak{b}} \subseteq A_{\mathfrak{h}}^{\Sigma}$. Therefore, $A_{\mathfrak{a}} \subseteq A_{\mathfrak{h}}^{\Sigma}$.
- Let now $\mathfrak{a}+1<\mathfrak{h}$. By induction hypothesis, $A_{\mathfrak{a}} \subseteq A_{\mathfrak{h}}^{\Sigma}$.

First note that, since $\mathfrak{h}$ is a successor cardinal, it is regular, that is, it is equal to its cofinality. And since it is uncountable, it is $\omega$-complete, that is, every countable subset of $\mathfrak{h}$ has a least upper bound in $\mathfrak{h}$.

Let $X=\left\{o_{\mathcal{A}^{\Sigma}}(t) \mid t \in \mathrm{~A}_{\mathfrak{a}}\right\}$ and $\mathfrak{c}=\sup (X)$. Since $|X| \leq\left|\mathrm{A}_{\mathfrak{a}}\right| \leq|\mathcal{L}| \leq \omega$, $\mathfrak{c}<\mathfrak{h}$ and $\mathrm{A}_{\mathfrak{a}} \subseteq \mathrm{A}_{\mathfrak{c}}^{\Sigma}$.
Let now $\mathfrak{d}=\max (\mathfrak{c}, \sup (Y))$ where $Y$ is the set of ordinals $\Sigma^{c}\left(o^{c}(\vec{t})\right)$ such that there are $t \in \mathrm{~A}_{\mathfrak{a}}$ and $\mathrm{c} \vec{t} \in \mathcal{C}_{\mathrm{A}} \overrightarrow{ }^{*}(t)$. Since $|Y| \leq \omega, \sup (Y)<\mathfrak{h}$ and $\mathfrak{d}+1<\mathfrak{h}$.
We now prove that $\mathrm{A}_{\mathfrak{a}+1} \subseteq \mathrm{~A}_{\mathfrak{d}+1}^{\Sigma}$. Let $t \in \mathrm{~A}_{\mathfrak{a}+1}$. Then, $t \in \mathrm{SN}$. Let now $\mathrm{c} \vec{t} \in \mathcal{C}_{\mathrm{A}} \overrightarrow{ }^{*}(t)$ and $k \leq \mathrm{a}^{\mathrm{c}}$. Since $t \in \mathrm{~A}_{\mathfrak{a}+1}$, we have $t_{k} \in\left(\tau_{k}^{c}\right)_{\mathrm{A}}^{\mathrm{A}_{\mathfrak{a}}}$. Since $\tau_{k}^{c}$ is positive wrt A , we have $\left(\tau_{k}^{c}\right)_{\mathrm{A}}^{\mathrm{A}_{\mathfrak{a}}} \subseteq\left(\tau_{k}^{c}\right)_{\mathrm{A}}^{\mathrm{A}_{\mathrm{c}}^{\Sigma}}$. Since $\mathfrak{c} \leq \mathfrak{d}$ and $\mathrm{A}^{\Sigma}$ is monotone, we have $\left(\tau_{k}^{c}\right)_{\mathrm{A}}^{\mathrm{A}_{c}^{\Sigma}} \subseteq\left(\tau_{k}^{c}\right)_{\mathrm{A}}^{\mathrm{A}_{\mathfrak{D}}^{\Sigma}}$. Finally, $\Sigma^{c}\left(o^{c}(\vec{t})\right) \leq \mathfrak{d}$. Therefore, $t \in \mathrm{~A}_{\mathfrak{d}+1}^{\Sigma}$.
Let us now see some properties of $A^{\Sigma}$.
Lemma 7 1. $t \in \mathrm{~A}_{0}^{\Sigma}$ if $t \in \mathrm{~A}$ and, for all $\mathrm{c} \vec{t} \in \mathcal{C}_{\mathrm{A}} \overrightarrow{ }^{*}(t), \mathrm{r}^{\mathrm{c}}=0$ and $\Sigma^{\mathrm{c}}\left(o^{\mathrm{c}}(\vec{t})\right)=0$.
2. $t \in \mathrm{~A}_{\mathfrak{a}+1}^{\Sigma}$ if $t \in \mathrm{~A}$ and, for all $\mathrm{c} \vec{t} \in \mathcal{C}_{\mathrm{A}}{ }^{*}(t), \Sigma^{\mathrm{c}}\left(o^{\mathrm{c}}(\vec{t})\right) \leq \mathfrak{a}+1$ and, for all $k \leq \mathrm{r}^{\mathrm{c}}, o_{k}^{\mathrm{c}}(\vec{t}) \leq \mathfrak{a}$.

Proof. Immediate.
Lemma 8 If $\mathrm{c} \vec{t} \in \mathcal{C}_{\mathrm{A}} \cap \mathrm{A}$, then:

1. $o_{\mathrm{A}^{\Sigma}}(\mathrm{c} \vec{t}) \geq \Sigma^{c}\left(o^{c}(\vec{t})\right)$.
2. $o_{\mathrm{A}^{\Sigma}}(\mathrm{c} \vec{t})>o_{k}^{\mathrm{c}}(\vec{t})$ for all $k \leq \mathrm{r}^{\mathrm{c}}$.

Proof. Let $\mathfrak{a}=o_{A^{\Sigma}}(\mathrm{c} \vec{t})$.

1. If $\mathfrak{a}=0$, then $c \vec{t} \in \mathrm{~A}_{0}^{\Sigma}$ and $\Sigma^{c}\left(o^{c}(\vec{t})\right)=0 \leq \mathfrak{a}$. Otherwise, since $\mathrm{A}^{\Sigma}$ is continuous, $\mathfrak{a}=\mathfrak{b}+1$ for some $\mathfrak{b}$. Hence, $\mathbf{c} \vec{t} \in \mathrm{~A}_{\mathfrak{b}+1}^{\Sigma}$ and $\Sigma^{\mathfrak{c}}\left(o^{\mathfrak{c}}(\vec{t})\right) \leq \mathfrak{a}$ too.
2. If $\mathfrak{a}=0$, then $\mathrm{c} \vec{t} \in \mathrm{~A}_{0}^{\Sigma}$ and $\mathrm{r}^{\mathfrak{c}}=0$. Otherwise, since $\mathrm{A}^{\Sigma}$ is continuous, $\mathfrak{a}=\mathfrak{b}+1$ for some $\mathfrak{b}$. Hence, $\mathbf{c} \vec{t} \in \mathrm{~A}_{\mathfrak{b}+1}^{\Sigma}$ and $t_{k} \in\left(\tau_{k}^{c}\right)_{\mathcal{A}}^{\boldsymbol{A}_{\mathfrak{b}}^{\Sigma}}$. Therefore, $o_{k}^{c}(\vec{t}) \leq \mathfrak{b}<\mathfrak{a}$.

Theorem 1 If $t \in \mathrm{~A}$, then $o_{\mathrm{A}^{\Sigma}}(t)=\delta \sup (\{0\} \cup R \cup S \cup T)$ where:

- $\delta \mathfrak{a}=\mathfrak{a}+1$ if $\mathfrak{a}$ is an infinite limit ordinal, and $\delta \mathfrak{a}=\mathfrak{a}$ otherwise;
- $R=\left\{o_{\mathrm{A}^{\Sigma}}\left(t^{\prime}\right) \mid t \rightarrow t^{\prime}\right\}$;
- $S=\left\{o_{k}^{c}(\vec{t})+1 \mid t=\mathrm{c} \vec{t} \in \mathcal{C}_{\mathrm{A}}, k \leq \mathrm{r}^{\mathrm{c}}\right\} ;$
- $T=\left\{\Sigma^{\mathrm{c}}\left(o^{\mathrm{c}}(\vec{t})\right) \mid t=\mathrm{c} \vec{t} \in \mathcal{C}_{\mathrm{A}}\right\}$.

Proof. Let $\mathfrak{a}=\sup (\{0\} \cup R \cup S \cup T\})$ and $\mathfrak{b}=o_{\mathrm{A}^{\Sigma}}(t)$.
We first prove that $\mathfrak{b} \geq \mathfrak{a}$. Of course, $\mathfrak{b} \geq 0$. Let now $t^{\prime}$ such that $t \rightarrow t^{\prime}$. Then, $\mathfrak{b} \geq o_{\mathrm{A}^{\Sigma}}\left(t^{\prime}\right)$. Assume now that $t=\mathrm{c} \vec{t} \in \mathcal{C}_{\mathrm{A}}$. Then, $\mathfrak{b} \geq \Sigma^{c}\left(o^{\mathrm{c}}(\vec{t})\right)$ and, if $k \leq \mathrm{r}^{\mathrm{c}}$, then $\mathfrak{b}>o_{k}^{c}(\vec{t})$, that is, $\mathfrak{b} \geq o_{k}^{c}(\vec{t})+1$. Therefore, $\mathfrak{b} \geq \mathfrak{a}$.

Since $A^{\Sigma}$ is continuous, $o_{\mathrm{A}^{\Sigma}}(t)$ cannot be a infinite limit ordinal. So, if $\mathfrak{a}$ is an infinite limit ordinal, then $o_{\mathrm{A}^{\Sigma}}(t)>\mathfrak{a}$ and thus $o_{\mathrm{A}^{\Sigma}}(t) \geq \delta \mathfrak{a}$. Otherwise, $\delta \mathfrak{a}=\mathfrak{a}$ and thus $o_{\mathcal{A}^{\Sigma}}(t) \geq \delta \mathfrak{a}$ too.

To have $o_{\mathrm{A}^{\Sigma}}(t) \leq \delta \mathfrak{a}$, we prove that $t \in \mathrm{~A}_{\delta \mathfrak{a}}$. We proceed by case on $\delta \mathfrak{a}$.

- $\delta \mathfrak{a}=0$. Let $\mathbf{c} \vec{t} \in \mathcal{C}_{\mathrm{A}} \overrightarrow{ }^{*}(t)$.
- Case $t=\mathrm{c} \vec{t}$. Since $\delta \mathfrak{a}=0$, we have $\mathfrak{a}=0$. Therefore, $S=\emptyset, \mathrm{r}^{\mathfrak{c}}=0$ and $\Sigma^{c}\left(o^{c}(\vec{t})\right)=0$.
- Case $t \rightarrow t^{\prime} \rightarrow^{*} \mathrm{c} \vec{t}$. Then, $o_{\mathrm{A}^{\Sigma}}\left(t^{\prime}\right)=0$. So, $\mathrm{r}^{\mathrm{c}}=0$ and $\Sigma^{\mathrm{c}}\left(o^{\mathrm{c}}(\vec{t})\right)=0$.
- $\delta \mathfrak{a}=\mathfrak{b}+1$. Let $\mathbf{c} \vec{t} \in \mathcal{C}_{\mathrm{A}} \overrightarrow{ }^{*}(t)$.
- Case $t=\mathrm{c} \vec{t}$. If $k \leq \mathrm{r}^{\mathrm{c}}$, then $o_{k}^{\mathrm{c}}(\vec{t}) \leq \mathfrak{b}$ since $o_{k}^{\mathrm{c}}(\vec{t})<\mathfrak{a} \leq \delta \mathfrak{a}=\mathfrak{b}+1$. Moreover, $\Sigma^{\mathfrak{c}}\left(o^{\mathfrak{c}}(\vec{t})\right) \leq \mathfrak{b}+1$ since $\Sigma^{\mathfrak{c}}\left(o^{\mathfrak{c}}(\vec{t})\right) \leq \mathfrak{a} \leq \delta \mathfrak{a}=\mathfrak{b}+1$.
- Case $t \rightarrow t^{\prime} \rightarrow^{*} \mathrm{c} \vec{t}$. If $k \leq \mathrm{r}^{\mathrm{c}}$, then $o_{k}^{\mathrm{c}}(\vec{t}) \leq \mathfrak{b}$ since $o_{k}^{\mathrm{c}}(\vec{t})<o_{\mathrm{A} \Sigma}(\mathrm{c} \vec{t}) \leq$ $o_{\mathcal{A}^{\Sigma}}\left(t^{\prime}\right) \leq \mathfrak{a} \leq \delta \mathfrak{a}=\mathfrak{b}+1$. Moreover, $\Sigma^{c}\left(o^{\mathfrak{c}}(\vec{t})\right) \leq \mathfrak{b}+1$ since $\Sigma^{\mathrm{c}}\left(o^{\mathrm{c}}(\vec{t})\right) \leq$ $o_{\mathrm{A}^{\Sigma}}(\mathrm{c} \vec{t}) \leq o_{\mathrm{A}^{\Sigma}}\left(t^{\prime}\right) \leq \mathfrak{a} \leq \delta \mathfrak{a}=\mathfrak{b}+1$.

Note that $\sup (\{0\} \cup R \cup S \cup T\})$ is an infinite limit ordinal only when $R$ is infinite, that is, only when $\rightarrow$ is infinitely branching.

Note also that taking for $\Sigma^{c}$ any function such that $\Sigma^{c}(\overrightarrow{\mathfrak{a}}) \leq \max \left(\{0\} \cup\left\{\mathfrak{a}_{k}+\right.\right.$ $\left.1 \mid k \leq \mathrm{r}^{\mathrm{c}}\right\}$ ) provides the same notion of size as taking $\Sigma^{\mathrm{c}}(\overrightarrow{\mathfrak{a}})=0$. On the other hand, if $\Sigma^{c}(\overrightarrow{\mathfrak{a}}) \geq \max \left(\{0\} \cup\left\{\mathfrak{a}_{k}+1 \mid k \leq \mathrm{r}^{\mathrm{c}}\right\}\right)$, then $\Sigma^{c}$ determines the size of irreducible terms $\mathrm{c} \vec{t} \in \mathcal{C}_{\mathrm{A}}$ :

Corollary 1 Assume that $\Sigma^{c}$ is strictly extensive wrt recursive arguments ( $\mathfrak{a}_{k}<$ $\Sigma^{\mathrm{C}}(\overrightarrow{\mathfrak{a}})$ if $\left.k \leq \mathrm{r}^{\mathrm{c}}\right)$ and not an infinite limit ordinal. Then, for all $\vec{t}$ such that $\mathrm{c} \vec{t} \in \mathcal{C}_{\mathrm{A}} \cap \mathrm{A}$ and $\mathrm{c} \vec{t}$ is irreducible, $o_{\mathrm{A}^{\Sigma}}(\mathrm{c} \vec{t})=\Sigma^{\mathrm{C}}\left(o^{\mathrm{c}}(\vec{t})\right)$.

Proof. Since $\mathrm{c} \vec{t}$ is irreducible, $R=\emptyset$. Since $\Sigma^{\mathrm{c}}\left(o^{\mathrm{c}}(\vec{t})\right)>o_{k}^{\mathrm{c}}(\vec{t})$ if $k \leq \mathrm{r}^{\mathrm{c}}$, $o_{\mathrm{A}^{\Sigma}}(\mathrm{c} \vec{t})=\delta \Sigma^{\mathrm{C}}\left(o^{\mathrm{c}}(\vec{t})\right)$. Since $\Sigma^{\mathrm{C}}\left(o^{\mathrm{C}}(\vec{t})\right)$ is not an infinite limit ordinal, $\delta \Sigma^{\mathrm{C}}\left(o^{\mathrm{C}}(\vec{t})\right)=$ $\Sigma^{\mathrm{C}}\left(o^{\mathrm{c}}(\vec{t})\right)$.

Note that all the previous results hold even if $\mathcal{C}$ and $\mathcal{F}$ are not disjoint: we used no assumption on the rewrite relation $\rightarrow$. Only in the following result, we will use the fact that there is no rule of the form $c \vec{l} \rightarrow r$ :

Corollary 2 Assume that $\Sigma^{c}$ is monotone wrt every argument, strictly extensive wrt recursive arguments and not an infinite limit ordinal. Then, for all $\vec{t}$ such that $\mathrm{c} \vec{t} \in \mathcal{C}_{\mathrm{A}} \cap \mathrm{A}, o_{\mathrm{A}^{\Sigma}}(\mathrm{c} \vec{t})=\Sigma^{\mathrm{c}}\left(o^{\mathrm{c}}(\vec{t})\right)$.

Proof. We proceed by induction on $\vec{t}$ with $\leftarrow_{\text {prod }}$ as well-founded relation. Assume that $\mathrm{c} \vec{t} \rightarrow u$. Then, there are $\vec{u}$ such that $u=\mathrm{c} \vec{u}$ and $\vec{t} \rightarrow_{\text {prod }} \vec{u}$. Hence, $o^{c}(\vec{u}) \leq_{\text {prod }} o^{c}(\vec{t})$ and, by induction hypothesis, $o(\mathrm{c} \vec{u})=\Sigma^{c}\left(o^{c}(\vec{u})\right)$. So, $o(\mathrm{c} \vec{u}) \leq \Sigma^{\mathrm{c}}\left(o^{\mathrm{c}}(\vec{t})\right)$ since $\Sigma^{\mathrm{c}}$ is monotone. Therefore, $o(\mathrm{c} \vec{t})=\Sigma^{\mathrm{C}}\left(o^{\mathrm{c}}(\vec{t})\right)$.

Assuming moreover that $\rightarrow$ is locally confluent, hence confluent on strongly normalizing terms New42, we can prove for strictly positive sorts that the size of a term is equal to the size of its normal form:

Lemma 9 If $\operatorname{Pos}(\mathrm{A}, \vec{T})=\emptyset$, then $o_{(\vec{T} \Rightarrow \mathrm{~A})^{\mathrm{A}^{\Sigma}}}(v)=\sup \left\{o_{\mathrm{A}^{\Sigma}}(v \vec{t}) \mid \vec{t} \in \vec{T}\right\}$.

Proof. Let $\mathfrak{a}=o(v)$ and $\mathfrak{b}=\sup \{o(v \vec{t}) \mid \vec{t} \in \vec{T}\}$. By definition of $\mathfrak{a}$, we have $v \in \vec{T} \rightarrow \mathrm{~A}_{\mathfrak{a}}$. So, for all $\vec{t} \in \vec{T}, v \vec{t} \in \mathrm{~A}_{\mathfrak{a}}$ and $o(v \vec{t}) \leq \mathfrak{a}$. Thus, $\mathfrak{b} \leq \mathfrak{a}$. We now prove that $v \in \vec{T} \rightarrow \mathrm{~A}_{\mathfrak{b}}$. Let $\vec{t} \in \vec{T}$. By definition of $\mathfrak{b}$, $o(v \vec{t}) \leq \mathfrak{b}$. So, $v \in \mathrm{~A}_{\mathfrak{b}}$.

Lemma 10 Assume that $\rightarrow$ is locally confluent and, for every constructor c, $\Sigma^{c}$ is monotone wrt every argument, strictly extensive wrt recursive arguments and not an infinite limit ordinal. Then, for every strictly positive sort $\mathrm{A}, o_{\mathrm{A}^{\Sigma}}(t)=$ $o_{\mathrm{A}^{\Sigma}}(t \downarrow)$, where $t \downarrow$ is the unique normal form of $t \in \mathrm{~A}$.

Proof. First note that, for all stratification $S, o_{S}(t \downarrow) \leq o_{S}(t)$ since $t \rightarrow^{*} t \downarrow$. We now prove that, for all $t \in \mathrm{~A}, o(t)=o(t \downarrow)$, by induction on $(o(t), t)$ with $(<, \leftarrow)_{\text {lex }}$ as well-founded relation. If $t \rightarrow u$ then, by induction hypothesis, $o(u)=o(u \downarrow)=o(t \downarrow)$. Assume now that $t=\mathrm{c} \vec{t} \in \mathcal{C}_{\mathrm{A}}$. Let $k \leq \mathrm{r}^{\mathrm{c}}$. Since A is strictly positive, $\tau_{k}^{c}=\vec{U} \Rightarrow \mathrm{~A}$ and $\operatorname{Pos}(\mathrm{A}, \vec{U})=\emptyset$. Hence, $o_{k}^{c}(\vec{t})=\sup \left\{o\left(t_{k} \vec{u}\right) \mid \vec{u} \in \vec{U}\right\}$. By induction hypothesis, $o\left(t_{k} \vec{u}\right)=o\left(\left(t_{k} \vec{u}\right) \downarrow\right)$. So, $o_{k}^{c}(\vec{t})=\sup \left\{o\left(\left(t_{k} \vec{u}\right) \downarrow\right) \mid \vec{u} \in \vec{U}\right\}$. Now, $\sup \left\{o\left(\left(t_{k} \vec{u}\right) \downarrow\right) \mid \vec{u} \in \vec{U}\right\} \leq \sup \left\{o\left(t_{k} \downarrow \vec{u}\right) \mid\right.$ $\vec{u} \in \vec{U}\}=o_{k}^{c}(\vec{t} \downarrow)$ since $t_{k} \downarrow \vec{u} \rightarrow^{*}\left(t_{k} \vec{u}\right) \downarrow$. And $o_{k}^{c}(\vec{t} \downarrow)+1 \leq \Sigma^{c}\left(o^{c}(\vec{t} \downarrow)\right)=o(c \vec{t} \downarrow)=$ $o(t \downarrow)$ since $\Sigma^{\mathrm{c}}$ is extensive on recursive arguments. Therefore, o(t)=o(t $\left.\downarrow\right)$.

### 3.3 Accessibility

We end this section by the following definition:
Definition 7 (Accessible subterm) We say that $(u, U, \mathrm{~B})$ is accessible in $(t, T, \mathrm{~A})$, written $(u, U, \mathrm{~B}) \unlhd_{\mathrm{a}}(t, T, \mathrm{~A})$, if $(u, U, \mathrm{~B})=(t, T, \mathrm{~A})$ or there are $\mathrm{c}: \vec{T} \Rightarrow \mathrm{~A}, \vec{t}$ and $k \leq \mathrm{a}^{\mathrm{c}}$ such that $t=\mathrm{c} \vec{t},|\vec{t}|=|\vec{T}|, T=\mathrm{A}$ and $(u, U, \mathrm{~B}) \unlhd_{\mathrm{a}}\left(t_{k}, \tau_{k}^{\mathrm{c}}, \mathrm{A}_{k}^{\mathrm{c}}\right)$.

Note that $\unlhd_{\mathrm{a}}$ is stable by substitution and that B occurs only positively in $U$ whenever $(u, U, \mathrm{~B}) \triangleleft_{\mathrm{a}}(t, T, \mathrm{~A})$.

Lemma 11 If $(u, U, \mathrm{~B}) \unlhd_{\mathrm{a}}(t, T, \mathrm{~A})$ and $t \in T$, then $u \in U$. Moreover, if for every $\mathrm{c}, \overrightarrow{\mathfrak{a}}$ and $k \leq \mathrm{a}^{\mathrm{c}}, \Sigma^{\mathrm{c}}(\overrightarrow{\mathfrak{a}}) \geq \mathfrak{a}_{k}\left(\right.$ resp. $\Sigma^{\mathrm{c}}(\overrightarrow{\mathfrak{a}})>\mathfrak{a}_{k}$ and $\left.(u, U, \mathrm{~B}) \triangleleft_{\mathrm{a}}(t, T, \mathrm{~A})\right)$, then $o_{U^{\mathrm{B}^{\Sigma}}}(u) \leq o_{T^{\mathrm{A}^{\Sigma}}}(t)\left(\right.$ resp. $o_{U^{\mathrm{B}^{\Sigma}}}(u)<o_{T^{\mathrm{A}^{\Sigma}}}(t)$ ).

Proof. By induction on $\unlhd_{\mathrm{a}}$ :

- $(u, U, \mathrm{~B})=(t, T, \mathrm{~A})$. Immediate.
- There are $\mathrm{c}: \vec{T} \Rightarrow \mathrm{~A}, \vec{t}$ and $k \leq \mathrm{a}^{\mathrm{c}}$ such that $t=\mathrm{c} \vec{t},|\vec{t}|=|\vec{T}|, T=\mathrm{A}$ and $(u, U, \mathrm{~B}) \unlhd_{\mathrm{a}}\left(t_{k}, \tau_{k}^{\mathrm{c}}, \mathrm{A}_{k}^{\mathrm{c}}\right)$. By definition of $\mathrm{A}, t_{k} \in \tau_{k}^{c}$. If $o_{\mathrm{A}^{\Sigma}}(t)=0$, then $o^{c}\left(t_{k}\right) \leq \Sigma^{c}\left(o^{c}(\vec{t})\right)=0=o_{A^{\Sigma}}(t)$. Otherwise, $o_{A^{\Sigma}}(t)=\mathfrak{a}+1$ for some $\mathfrak{a}$ and $o^{c}\left(t_{k}\right) \leq \Sigma^{c}\left(o^{c}(\vec{t})\right) \leq \mathfrak{a}+1=o_{\mathrm{A}^{\Sigma}}(t)$. Therefore, by induction hypothesis, $u \in U$ and $o_{U^{\mathrm{B}^{\Sigma}}}(u) \leq o_{\tau_{k}^{\mathrm{A}^{\mathrm{A}} \Sigma} k}\left(t_{k}\right)=o^{\mathrm{C}}\left(t_{k}\right) \leq o_{\mathrm{A}^{\Sigma}}(t)=o_{T^{\mathrm{A}^{\Sigma}}}(t)$.


## 4 Termination criterion

In this section, we describe a termination criterion that capitalizes on the fact that some terms can be assigned an ordinal size. The idea is simple: if for every rewrite step $\mathrm{fl} \rightarrow r$ and every function call $\mathrm{g} m$ in $r$, the size of $m$ is strictly smaller than the size of $l$, then there cannot be any infinite reduction.

The idea, dating back to Hughes, Pareto and Sabry HPS96, consists in introducing symbolic expressions for representing ordinals and logical rules for deducing information about the size of terms, namely, that it is bounded by some expression. Hence, termination is reduced to checking the decreasingness of symbolic size expressions.

Following these authors, we replace every sort A by a pair ( $\mathrm{A}, a$ ), written $\mathrm{A}_{a}$, where $a$ is a symbolic size expression interpretable in ordinals, so that a term is of size-annotated type $\mathrm{A}_{a}$ if it is of type A and of size smaller than or equal to the interpretation of $a$. The typing rules of Figure 1 are then easily turned into valid deduction rules on size annotations. Moreover, the monotony of stratification functions naturally induces a notion of subtyping on size-annotated types: a term of type $\mathrm{A}_{a}$ is also of type $\mathrm{A}_{b}$ if $a \leq b$.

### 4.1 Size-annotated types

Definition 8 (Size algebra) A size algebra is given by:

- a first-order term algebra $A$ built from a set $X$ of size variables and a set $F$ of size function symbol of fixed arity, disjoint from X ;
- a quasi-ordering $\leq_{A}$ on $A$ that is stable by size substitution: $a \varphi<_{A} b \varphi$ (resp. $a \varphi \simeq_{\mathrm{A}} b \varphi$ ) whenever $a<_{\mathrm{A}} b$ (resp. $a \simeq_{\mathrm{A}} b$ ) and $\varphi: \mathrm{X} \rightarrow \mathrm{A}$;
- for each size function symbol $f \in \mathcal{F}$ of arity $n$, a function $f_{\mathfrak{h}}: \mathfrak{h}^{n} \rightarrow \mathfrak{h}$ so that, for all valuation $\mu: \mathrm{X} \rightarrow \mathfrak{h}, a \mu<b \mu$ (resp. $a \mu=b \mu$ ) whenever $a<_{\mathrm{A}} b$ (resp. $a \simeq_{\mathrm{A}} b$ ) where, as usual, $\alpha \mu=\mu(\alpha)$ and $\mathrm{f}\left(a_{1}, \ldots, a_{n}\right) \mu=\mathrm{f}_{\mathfrak{h}}\left(a_{1} \mu, \ldots, a_{n} \mu\right)$.
A size algebra is monotone if every size function symbol is monotone in every argument, that is, $\mathrm{f}(\vec{a}) \leq_{\mathrm{A}} \mathrm{f}(\vec{b})$ whenever $\vec{a}\left(\leq_{\mathrm{A}}\right)_{\operatorname{prod}} \vec{b}$.

Let $a \leq_{A}^{\max } b$ if, for all $\mu, a \mu \leq b \mu$. Note that $\leq_{A}^{\max }$ satisfies the above conditions, and every ordering $\leq_{A}$ satisfying the above conditions is included in $\leq_{A}^{\max }$. So, one can always take $\leq_{A}^{\max }$ for $\leq_{A}$ but, as this ordering may be undecidable, one may prefer to use a decidable subordering instead.

The previously mentioned authors consider particular size algebra, namely, the one generated by a unique size function symbol s interpreted as the successor function on ordinals (the successor algebra, see Definition 17) or, when restricting inductive types so that one can take $\mathfrak{h}=\omega$, the algebra generated from 0 , s and + interpreted as 0 , the successor function and the addition on natural numbers respectively, for which $\leq_{A}^{\max }$ is decidable Pre29.

Here, instead, we first consider an arbitrary size algebra and prove general theorems under some conditions on it. Then, in Section 7, we prove that these conditions are in particular satisfied by the successor algebra.

Definition 9 (Size-annotated types) The set $\mathcal{T}_{\text {A }}$ of (possibly) annotated types is defined as follows:

- if $T$ is a type, then $T \in \mathcal{T}_{\mathrm{A}}$;
- if B is a sort and $a$ a size expression, then $\mathrm{B}_{a} \in \mathcal{T}_{\mathrm{A}}$;
- if $U$ and $V$ belong to $\mathcal{T}_{\mathrm{A}}$, then $U \Rightarrow V \in \mathcal{T}_{\mathrm{A}}$.

Let $\operatorname{Var}(T)$ be the set of size variables occurring in $T$.
Given an annotated type $T$, let $|T|$ be the type obtained by removing in $T$ every size annotation.

Given a sort A, a size variable $\alpha$ and a type $T$, let $\operatorname{An}_{\alpha}^{\mathrm{A}}(T)$ be the annotated type obtained by annotating in $T$ every occurrence of A by $\alpha$.

The set of positions of a size variable $\alpha$ in an annotated type $T, \operatorname{Pos}(\alpha, T)$, is defined as follows:

- $\operatorname{Pos}(\alpha, U \Rightarrow V)=\{1 p \mid p \in \operatorname{Pos}(\alpha, U)\} \cup\{2 p \mid p \in \operatorname{Pos}(\alpha, V)\} ;$
- $\operatorname{Pos}(\alpha, \mathrm{B})=\emptyset$;
- $\operatorname{Pos}\left(\alpha, \mathrm{B}_{b}\right)=\{0 p \mid p \in \operatorname{Pos}(\alpha, b)\} ;$
- $\operatorname{Pos}(\alpha, \beta)=\{\varepsilon\}$ if $\alpha=\beta$;
- $\operatorname{Pos}(\alpha, \beta)=\emptyset$ if $\alpha \neq \beta$;
- $\operatorname{Pos}(\alpha, \mathrm{f} \vec{b})=\left\{i p \mid p \in \operatorname{Pos}\left(\alpha, b_{i}\right)\right\} ;$

The sets of positive and negative positions of an annotated type are defined as follows:

- $\operatorname{Pos}^{+}(U \Rightarrow V)=\left\{1 p \mid p \in \operatorname{Pos}^{-}(U)\right\} \cup\left\{2 p \mid p \in \operatorname{Pos}^{+}(V)\right\} ;$
- $\operatorname{Pos}^{-}(U \Rightarrow V)=\left\{1 p \mid p \in \operatorname{Pos}^{+}(U)\right\} \cup\left\{2 p \mid p \in \operatorname{Pos}^{-}(V)\right\} ;$
- $\operatorname{Pos}^{+}(B)=\{\varepsilon\} ;$
- $\operatorname{Pos}^{-}(\mathrm{B})=\emptyset$;
- $\operatorname{Pos}^{+}\left(\mathrm{B}_{b}\right)=\left\{0 p \mid p \in \operatorname{Pos}^{+}(b)\right\} ;$
- $\operatorname{Pos}^{-}\left(\mathrm{B}_{b}\right)=\left\{0 p \mid p \in \operatorname{Pos}^{-}(b)\right\} ;$
- $\operatorname{Pos}^{+}(\mathrm{f} \vec{b})=\left\{i p \mid i \in \operatorname{Mon}^{+}(\mathrm{f}), p \in \operatorname{Pos}^{+}\left(b_{i}\right)\right\} \cup\left\{i p \mid i \in \operatorname{Mon}^{-}(\mathrm{f}), p \in \operatorname{Pos}^{-}\left(b_{i}\right)\right\} ;$
- $\operatorname{Pos}^{-}(\mathrm{f} \vec{b})=\left\{i p \mid i \in \operatorname{Mon}{ }^{+}(\mathrm{f}), p \in \operatorname{Pos}^{-}\left(b_{i}\right)\right\} \cup\left\{i p \mid i \in \operatorname{Mon}^{-}(\mathrm{f}), p \in \operatorname{Pos}^{+}\left(b_{i}\right)\right\} ;$
where $\operatorname{Mon}^{+}(\mathrm{f})\left(\right.$ resp. $\left.\operatorname{Mon}^{-}(\mathrm{f})\right)$ is the set of arguments in which f is monotone (resp. anti-monotone) wrt $\leq_{A}$.

In order to combine terms with annotated and unannotated types, we extend $A$ by a greatest element $\infty$ and identify $A_{\infty}$ with $A$ :

Definition 10 (Top-extension of a size algebra) The top-extension of a size algebra $A$ is a set $A \cup\{\infty\}$ where $\infty \notin A$. Given $A \in \mathcal{S}$, let $A_{\infty}=A$ (we identify a sort A annotated by $\infty$ to A). Given extended size expressions $a, b \in \mathrm{~A} \cup\{\infty\}$, let $a \leq_{\mathrm{A}}^{\infty} b$ if $a \leq_{\mathrm{A}} b$ or $b=\infty$. Given $\varphi: \mathrm{X} \rightarrow \mathrm{A} \cup\{\infty\}$, let $a \varphi=\infty$ if $\operatorname{Var}(a) \cap \varphi^{-1}(\{\infty\}) \neq \emptyset$, and $a \varphi$ be the usual substitution otherwise.

One can easily check that $\leq_{A}^{\infty}$ is a quasi-ordering. Its associated equivalence relation is $\simeq_{A} \cup\{(\infty, \infty)\}$, and its strict part is $<_{A}$.

Now, we assume that each constructor c is equipped with an annotated type $\bar{\tau}^{\mathrm{c}}$ of the form:

$$
\begin{aligned}
& \bar{\tau}^{\mathrm{c}}=\underbrace{\operatorname{An}_{\alpha_{1}^{\mathrm{c}}}^{\mathrm{A}_{\mathrm{c}}^{\mathrm{c}}}\left(\tau_{1}^{\mathrm{c}}\right) \Rightarrow \ldots \Rightarrow \operatorname{An}_{\alpha_{\mathrm{r}^{\mathrm{c}}}^{\mathrm{c}}}^{\mathrm{A}^{\mathrm{c}}}\left(\tau_{\mathrm{r}^{\mathrm{c}}}^{\mathrm{c}}\right)}_{\text {rec. acc. } \operatorname{argS}} \\
& \begin{array}{c}
\Rightarrow \underbrace{\operatorname{An}_{\alpha_{\mathrm{r}^{\mathrm{c}}+1}^{\mathrm{c}} \mathrm{~A}^{\mathrm{c}} \mathrm{c}}^{\mathrm{c}}\left(\tau_{\mathrm{r}^{\mathrm{c}}+1}^{\mathrm{c}}\right) \Rightarrow \ldots \Rightarrow \operatorname{An}_{\alpha_{\mathrm{a}^{\mathrm{c}}}^{\mathrm{c}}}^{\mathrm{A}_{\mathrm{c}}^{\mathrm{c}}}\left(\tau_{\mathrm{a}^{\mathrm{c}}}^{\mathrm{c}}\right)}_{\text {non-rec. acc. args }} \\
\Rightarrow \underbrace{\tau_{\mathrm{a}^{\mathrm{c}}+1}^{\mathrm{c}} \Rightarrow \ldots \Rightarrow \tau_{\mathrm{n}^{\mathrm{c}}}^{\mathrm{c}}}_{\text {non-acc. args }} \Rightarrow \mathrm{A}_{\sigma^{\mathrm{c}}}^{\mathrm{c}}
\end{array}
\end{aligned}
$$

with $\operatorname{Pos}\left(\mathrm{A}_{k}^{\mathrm{c}}, \tau_{k}^{\mathrm{c}}\right) \subseteq \operatorname{Pos}^{+}\left(\tau_{k}^{\mathrm{c}}\right)$ if $k \in\left[\mathrm{r}^{\mathrm{c}}+1, \mathrm{a}^{\mathrm{c}}\right], \sigma^{\mathrm{c}} \in \mathrm{A} \cup\{\infty\},\left\{\alpha_{1}^{\mathrm{c}}, \ldots, \alpha_{\mathrm{r}^{\mathrm{c}}}^{\mathrm{c}}\right\} \subseteq \mathrm{X}$, $\left\{\alpha_{\mathrm{r}^{\mathrm{c}}+1}^{\mathrm{c}}, \ldots, \alpha_{\mathrm{a}^{\mathrm{c}}}^{\mathrm{c}}\right\} \subseteq \mathrm{X} \cup\{\infty\}, \operatorname{Var}\left(\sigma^{\mathrm{c}}\right) \subseteq\left\{\alpha_{1}^{\mathrm{c}}, \ldots, \alpha_{\mathrm{a}^{\mathrm{c}}}^{\mathrm{c}}\right\}, \sigma^{\mathrm{c}}$ monotone wrt every argument $\left(\operatorname{Pos}\left(\alpha_{k}^{c}, \sigma^{\mathrm{c}}\right) \subseteq \operatorname{Pos}^{+}\left(\sigma^{\mathrm{c}}\right)\right.$ if $k \leq \mathrm{a}^{\mathrm{c}}$ and $\left.\alpha_{k}^{\mathrm{c}} \in \mathrm{X}\right)$ and strictly extensive wrt recursive arguments $\left(\alpha_{k}^{\mathrm{c}}<_{\mathrm{A}} \sigma^{\mathrm{c}}\right.$ if $\left.k \leq \mathrm{r}^{\mathrm{c}}\right)$, and either all the $\alpha_{i}^{\mathrm{c}}$ 's distinct from $\infty$ are pairwise distinct or all the $\alpha_{i}^{c}$ 's distinct from $\infty$ are equal.

For instance, for the constructors of the sort O of Howard's constructive ordinals, we can take zero : O , succ : $\mathrm{O}_{\alpha} \Rightarrow \mathrm{O}_{\mathrm{s} \alpha}$ and $\lim :\left(\mathrm{N} \Rightarrow \mathrm{O}_{\alpha}\right) \Rightarrow \mathrm{O}_{\mathrm{s} \alpha}$. For the constructors of the sort $T$ of labeled binary trees, we can take leaf: $L \Rightarrow T$, node : $\mathrm{T}_{\alpha} \Rightarrow \mathrm{T}_{\alpha} \Rightarrow \mathrm{L} \Rightarrow \mathrm{T}_{\mathrm{s} \alpha}$ in the successor algebra, or node : $\mathrm{T}_{\alpha} \Rightarrow \mathrm{T}_{\beta} \Rightarrow$ $\mathrm{T}_{\mathrm{s}(\alpha+\beta)}$ in Presburger arithmetic.

In general, every constructor $c$ of a positive inductive type with $\mathrm{a}^{\mathrm{c}}>0$ can be annotated under the above conditions in the successor algebra, by taking $\sigma^{\mathrm{c}}=\mathrm{s} \alpha$ and, for all $k, \alpha_{k}^{\mathrm{c}}=\alpha$, or in the successor algebra extended by a max operator, by taking $\sigma^{\mathrm{c}}=\mathrm{s}\left(\max \vec{\alpha}^{\mathrm{c}}\right)$.

Definition 11 (Interpretation of size-annotated types) First, for each constructor c, we define a size function $\Sigma^{c}$ as follows:

- if $\sigma^{c}=\infty$, then $\Sigma^{c}=0$,
- otherwise $\Sigma^{\mathrm{c}}(\overrightarrow{\mathfrak{a}})=\sigma^{\mathrm{c}} \nu$ where:
- if all the $\alpha_{i}^{\mathrm{c}} \mathrm{s} \neq \infty$ are pairwise distinct then, for all $i \leq \mathrm{a}^{\mathrm{c}}, \alpha_{i}^{\mathrm{c}} \nu=\mathfrak{a}_{i}$;
- otherwise all the $\alpha_{i}^{\mathrm{c}}$ 's $\neq \infty$ are equal to some variable $\alpha$ and $\alpha \nu=\max \{\overrightarrow{\mathfrak{a}}\}$.

Then, given a valuation $\mu: \mathrm{X} \rightarrow \mathfrak{h}$, we interpret annotated types as follows:

- $\mathrm{A} \mu=\mathrm{A} ;$
- $\mathrm{A}_{a} \mu=\mathrm{A}_{a \mu}^{\Sigma}$ if $a \in \mathrm{~A} ;$
- $(U \Rightarrow V) \mu=U \mu \rightarrow V \mu$.

Note that, since $\sigma^{c}$ is monotone wrt every argument and strictly extensive wrt recursive arguments, $\Sigma^{c}$ is monotone wrt every argument and strictly extensive wrt recursive arguments.

### 4.2 Termination conditions

An important ingredient of the termination criterion is the way the sizes of function arguments are compared. In frameworks where functions are defined by fixpoint and case analysis, exactly one argument must decrease at a time. Here, we allow the comparison of various arguments simultaneously, possibly through some interpretation functions.

Since not every term can be assigned a notion of size, and since two function calls can have different numbers of arguments, we first need to specify what arguments have to be taken into account and how their size is computed. To keep the presentation simple, we will make the following assumptions:

Definition 12 (Order on function calls) We assume given a well-founded quasi-ordering $\leq_{\mathcal{F}}$ on $\mathcal{F}$, an annotated type $\bar{\tau}^{\mathfrak{f}}$ for each $\mathrm{f} \in \mathcal{F}$ and, for each $X \in\{\mathrm{~A}, \mathfrak{h}\}$, a well-founded quasi-ordered set $\left(\mathcal{D}_{X}^{f}, \leq_{X}^{f}\right)$ and a function $\zeta_{X}^{f}$ : $X^{\mathrm{m}^{\mathrm{f}}} \rightarrow \mathcal{D}_{X}^{\mathrm{f}}$ such that $\left|\bar{\tau}^{\mathrm{f}}\right|=\tau^{\mathrm{f}},\left(\mathcal{D}_{X}^{\mathrm{f}}, \leq_{X}^{\mathrm{f}}\right)=\left(\mathcal{D}_{X}^{\mathrm{f}}, \leq_{X}^{\mathrm{g}}\right)$ whenever $\mathrm{f} \simeq_{\mathcal{F}} \mathrm{g}$, and assuming that $\vec{x} \leq_{X}^{\mathrm{g}, \mathrm{f}} \vec{y}$ iff $\mathrm{g} \simeq_{\mathcal{F}} \mathrm{f}$ and $\zeta_{X}^{\mathrm{g}}(\vec{x}) \leq_{X}^{\mathrm{f}} \zeta_{X}^{\mathrm{f}}(\vec{y})$ :

$$
\text { - } \bar{\tau}^{\mathrm{f}}=\underbrace{\left(\mathrm{A}_{1}^{\mathrm{f}}\right)_{\alpha_{1}^{f}} \Rightarrow \ldots \Rightarrow\left(\mathrm{~A}_{\mathrm{m}^{\mathrm{f}}}^{\mathrm{f}}\right)_{\alpha_{\mathrm{m}^{f}}}}_{\text {termination args }} \Rightarrow \underbrace{\tau_{\mathrm{m}^{f}+1}^{\mathrm{f}} \Rightarrow \ldots \Rightarrow \tau_{\mathrm{n}^{f}}^{\mathrm{f}}}_{\text {parameters }} \Rightarrow \mathrm{A}_{\sigma^{\mathrm{f}}}^{\mathrm{f}}
$$

where $\alpha_{1}^{f}, \ldots, \alpha_{\mathrm{m}^{\mathrm{f}}}^{\mathrm{f}}$ are distinct variables, $\sigma^{\mathrm{f}} \in \mathrm{A} \cup\{\infty\}$ and $\operatorname{Var}\left(\sigma^{\mathrm{f}}\right) \subseteq\left\{\vec{\alpha}^{\mathrm{f}}\right\}$;

- $\vec{a} \mu<_{h}^{\mathrm{g}, \mathrm{f}} \vec{b} \mu$ whenever $\vec{a}<_{\mathrm{A}}^{\mathrm{g}, \mathrm{f}} \vec{b}$;
- $\vec{a} \mu \simeq_{h}^{\mathrm{g}, \mathrm{f}} \vec{b} \mu$ whenever $\vec{a} \simeq_{\mathrm{A}}^{\mathrm{g}, \mathrm{f}} \vec{b}$;
- $\vec{a}<_{A}^{\mathrm{g}, \mathrm{f}} \vec{c}$ whenever $\vec{a}\left(\leq_{A}^{\infty}\right)_{\text {prod }} \vec{b}$ and $\vec{b}<_{A}^{\mathrm{g}, \mathrm{f}} \vec{c}$, that is, $\left(\leq_{A}^{\infty}\right)_{\text {prod }}<_{A}^{\mathrm{g}, \mathrm{f}} \subseteq<_{A}^{\mathrm{g}, \mathrm{f}} ;$
- $\overrightarrow{\mathfrak{a}}<_{\mathfrak{h}}^{\mathrm{g}, \mathrm{f}} \overrightarrow{\mathfrak{c}}$ whenever $\overrightarrow{\mathfrak{a}}<_{\mathfrak{h}}^{\mathrm{g}, \mathrm{f}} \overrightarrow{\mathfrak{b}}$ and $\overrightarrow{\mathfrak{b}} \leq_{\text {prod }} \overrightarrow{\mathfrak{c}}$, that is, $<_{\mathfrak{h}}^{\mathrm{g}, \mathrm{f}} \leq_{\text {prod }} \subseteq<_{\mathfrak{h}}^{\mathrm{g}, \mathrm{f}}$.

We extend $<_{\mathcal{F}}$ by taking $s<_{\mathcal{F}} \mathrm{f}$ whenever $s \in \mathcal{X} \cup \mathcal{C}$ and $\mathrm{f} \in \mathcal{F}$. Then, given $\mathrm{g} \in \mathcal{X} \cup \mathcal{C} \cup \mathcal{F}, \mathrm{f} \in \mathcal{F}$ and $\varphi, \psi: \mathrm{X} \rightarrow \mathrm{A} \cup\{\infty\}$ (resp. $\nu, \mu: \mathrm{X} \rightarrow \mathfrak{h}$ ), let $(\mathrm{g}, \psi)<_{\mathrm{A}}(\mathrm{f}, \varphi)\left(\right.$ resp. $\left.(\mathrm{g}, \nu)<_{\mathfrak{h}}(\mathrm{f}, \mu)\right)$ if $\mathrm{g}<_{\mathcal{F}} \mathrm{f}$ or $\psi<_{\mathrm{A}}^{\mathrm{g}, \mathrm{f}} \varphi\left(\right.$ resp. $\left.\nu<_{\mathfrak{h}}^{\mathrm{g}, \mathrm{f}} \mu\right)$, where $\psi \leq_{A}^{\mathrm{g}, \mathrm{f}} \varphi$ (resp. $\nu \leq_{h}^{\mathrm{g}, \mathrm{f}} \mu$ ) iff $\vec{\alpha}^{\mathrm{g}} \psi \leq_{A}^{\mathrm{f}} \vec{\alpha}^{\mathrm{f}} \varphi$ (resp. $\vec{\alpha}^{\mathrm{g}} \nu \leq_{\mathfrak{h}}^{\mathrm{f}} \vec{\alpha}^{\mathrm{f}} \mu$ ).

Hence, among all the arguments of a function symbol $f$ we distinguish those whose type is a sort $\mathrm{A}_{k}^{\mathrm{f}}$ annotated by a size variable $\alpha_{k}^{f}$. Only those arguments are compared for proving termination. For the sake of simplicity, we assume that
termination arguments come first. This is not a real restriction since arguments can always be permuted if needed.

For the interpretation function $\zeta_{X}^{f}$, one can always take the identity, assuming that $\mathrm{m}^{\mathrm{f}}=\mathrm{m}^{\mathrm{g}}$ whenever $\mathrm{f} \simeq_{\mathcal{F}} \mathrm{g}$, but we will use a different function in Example 3. When $\zeta_{X}^{f}$ is the identity, one can for instance take for $\leq_{A}^{f}$ (resp. $\leq_{\mathfrak{h}}^{f}$ ) the lexicographic or multiset extension DM79] of $\leq_{A}$ (resp. $\leq$ ), or some combination thereof, for which one can easily prove the compatibility of $\leq_{A}^{f}$ (resp. $\leq_{\mathfrak{h}}^{f}$ ) with $\left(\leq_{A}^{\infty}\right)_{\text {prod }}$ (resp. $\leq_{\text {prod }}$ ). Indeed, $\left(\leq_{A}^{\infty}\right)_{\operatorname{prod}}\left(<_{A}\right)_{\text {lex }} \subseteq\left(<_{A}\right)_{\text {lex }}$ since $\leq_{A}^{\infty} \leq_{A} \subseteq \leq_{A}$.

We can now state our general termination theorem under abstract conditions on size annotations. We will then discuss these conditions in turn.

Theorem 2 The relation $\rightarrow=\rightarrow_{\beta} \cup \rightarrow_{\mathcal{R}}$ is well-founded on well-typed terms if, for each rule $l \rightarrow r \in \mathcal{R}$, there are $\mathrm{f}, \vec{l}, \Gamma$ (types and sizes of the free variables of $r$ ) and $\varphi$ (symbolic upper bounds of the actual sizes of $\vec{l}$ ) such that $l=\mathrm{f} \vec{l}$, $|\vec{l}| \geq \mathrm{m}^{\mathrm{f}}$ and:

- Accessibility. The variables of $r$ are instantiated by computable terms:
for all $x \in \operatorname{dom}(\Gamma)$, there is $i_{x}$ such that:
- either $i_{x}>\mathrm{m}^{\mathrm{f}}, l_{i_{x}}=x$ and $x \Gamma=\tau_{i_{x}}^{\mathrm{f}}$,
- or $i_{x} \leq \mathrm{m}^{\mathrm{f}}$ and there are $\mathrm{A}^{x}$ and $\alpha_{x}$ such that:
$\left(x,|x \Gamma|, \mathrm{A}^{x}\right) \unlhd_{\mathrm{a}}\left(l_{i_{x}}, \mathrm{~A}_{i_{x}}^{\mathrm{f}}, \mathrm{A}_{i_{x}}^{\mathrm{f}}\right)$ and $x \Gamma=\mathrm{An}_{\alpha_{x}}^{\mathrm{A}^{x}}(|x \Gamma|) ;$
- Subject reduction and decreasingness. Rewriting does not increase the size of terms and the size of arguments is decreasing in recursive calls:
$\Gamma \vdash_{\varphi}^{\mathrm{f}} r: \bar{\tau}^{\mathrm{f},|\vec{l}|} \varphi$, where $\vdash_{\varphi}^{\mathrm{f}}$ is defined in Figures 2 and 3 ,
- Minimality. Size annotations are minimal wrt the structure of arguments: for all $\theta$, if $\forall i \leq \mathrm{m}^{\mathrm{f}}, l_{i} \theta \in \mathrm{~A}_{i}^{\mathrm{f}}$, then there is $\nu$ such that:
- for all $x \in \operatorname{dom}(\Gamma)$ such that $i_{x} \leq \mathrm{m}^{\mathrm{f}}, o_{|x \Gamma|^{\mathrm{A}^{x}}}(x \theta) \leq \alpha_{x} \nu$;
$-\forall i \leq \mathrm{m}^{\mathrm{f}}, \alpha_{i}^{\mathrm{f}} \varphi \nu=o_{\mathrm{A}_{i}^{\mathrm{f}}}\left(l_{i} \theta\right)$.
- Monotony. The output size annotation is monotone:
$\forall i \leq \mathrm{m}^{\mathrm{f}}, \operatorname{Pos}\left(\alpha_{i}^{\mathrm{f}}, \sigma^{\mathrm{f}}\right) \subseteq \operatorname{Pos}^{+}\left(\sigma^{\mathrm{f}}\right) ;$
Before proving this theorem, let us comment the conditions and give some examples.

Accessibility. As explained in Section 2.5 not every subterm of a computable term is computable. The definition of computability ensures that all accessible subterms so are. The accessibility condition ensures that each free variable $x$ of the right hand-side is either a parameter or an accessible subterm of a termination argument. Hence, every instance of $x$ is computable. Moreover,

Figure 2: Computability closure of (f, $\varphi$ )

$$
\begin{gathered}
(\forall i) \Gamma \vdash_{\varphi}^{\mathrm{f}} t_{i}: T_{i} \\
(h, \vec{T} \Rightarrow T) \in \Gamma \cup \Theta \psi \\
h<_{\mathcal{F}} \mathrm{f} \vee\left(h \simeq_{\mathcal{F}} \mathrm{f} \wedge|\vec{T}| \geq \mathrm{m}^{\mathrm{f}}\right) \\
\left.(h, \psi)<_{\mathrm{A}} \mathrm{f}, \varphi\right) \\
\Gamma \vdash_{\varphi}^{\mathrm{f}} h \vec{t}: T \\
(\operatorname{lapp-decr}) \frac{}{\Gamma, x: U \vdash_{\varphi}^{\mathrm{f}} v: V} \begin{array}{l}
\Gamma \vdash_{\varphi}^{\mathrm{f}} \lambda x^{U} v: U \Rightarrow V
\end{array}(\operatorname{sub}) \frac{\Gamma \vdash_{\varphi}^{\mathrm{f}} t: T \quad T \leq T^{\prime}}{\Gamma \vdash_{\varphi}^{\mathrm{f}} t: T^{\prime}}
\end{gathered}
$$

Figure 3: Subtyping rules

$$
\begin{gathered}
\text { (size) } \frac{a \leq_{\mathrm{A}}^{\infty} b}{\mathrm{~A}_{a} \leq \mathrm{A}_{b}} \\
\text { (prod) } \frac{U^{\prime} \leq U \quad V \leq V^{\prime}}{U \Rightarrow V \leq U^{\prime} \Rightarrow V^{\prime}} \\
\text { (refl) } \overline{T \leq T}
\end{gathered}
$$

$\mathrm{FV}(r) \subseteq \mathrm{FV}(l)$. Now, by definition of accessibility, there must be a sort $\mathrm{A}^{x}$ with respect to which the size of instances of $x$ are measured. But, since $x$ can be instantiated by terms of any size, $x \Gamma$ should be of the form $\mathrm{An}_{\alpha_{x}}^{\mathrm{A}^{x}}(|x \Gamma|)$, that is, every occurrence of $\mathrm{A}^{x}$ should be annotated by some size variable $\alpha_{x}$, and no other sort should be annotated.

Subject reduction and decreasingness. This condition enforces two properties at once. First, the right hand-side has the same type as the left hand-side (subject reduction). Indeed, since the interpretation of a type has to be stable by reduction, there cannot be a rule $\mathrm{f} \vec{l} \rightarrow r$ such that the size of $r$ is strictly bigger than the size of $f \vec{l}$ : rewriting cannot increase the size. Second, by rule (app-decr), in every function call $\mathrm{g} \vec{u}$, the symbolic size upper bounds $\psi$ of the actual sizes of the termination arguments of $g$ are strictly smaller than those of $f \vec{l}$ given by $\varphi$. Note that we restricted the system $\vdash_{\varphi}^{\mathrm{f}}$ to terms in $\beta$-normal form since rule right-hand sides usually so are.

Minimality. However, since $\varphi$ provides symbolic upper bounds only, this does not suffice for getting termination. We also need $\varphi$ to be minimal. Indeed, consider the rule $\mathrm{f} x \rightarrow \mathrm{f} x$ with $\mathrm{f}: \mathrm{N}_{\alpha} \Rightarrow \mathrm{N}_{\alpha}$ and $\Gamma=x: \mathrm{N}_{x}$. By taking, $\alpha \varphi=\mathrm{s} x$, one has $\Gamma \vdash_{\varphi}^{\mathrm{f}} \mathrm{f} x: \mathrm{N}_{x}$ since $\Gamma \vdash_{\varphi}^{\mathrm{f}} x: \mathrm{N}_{x}$ and $x<_{\mathrm{A}} \mathrm{s} x$. The minimality property enforces the minimality of $\varphi$.

The satisfiability of this property depends on the size algebra and the annotations of constructor types. It is easy to verify it if, for every constructor c , both the $\alpha_{i}^{c}$ 's $\neq \infty$ and the $\alpha_{x}$ 's are pairwise distinct. Indeed, in this case, size annotations provide an interpretation of constructor terms in the size algebra A: $\llbracket x \rrbracket=\alpha_{x}$ and $\llbracket \mathrm{c} l_{1} \ldots l_{n} \rrbracket=\sigma^{c}\left\{\left(\alpha_{i}^{\mathrm{c}}, \llbracket l_{i} \rrbracket\right) \mid i \leq \mathrm{a}^{\mathrm{c}}\right\}$. Hence, for every constructor term $l$ whose variables are all accessible, if $l \theta \in \mathcal{C}_{\mathrm{A}} \cap \mathrm{A}$, then $o_{\mathrm{A}}(l \theta)=\llbracket l \rrbracket\left\{\left(\alpha_{x}, o_{|x \Gamma|^{x}}(x \theta)\right) \mid x \in \mathrm{FV}(l)\right\}$.

On the other hand, it may not be easy to verify if the $\alpha_{i}^{c}$ 's $\neq \infty$ are equal to the same variable. In Section 8, we will study this problem in the successor algebra and provide easy-to-check sufficient conditions for the minimality property to hold in this case.

Monotony. Finally, the monotony condition requires the size of terms generated by $f$ to be monotone wrt the sizes of its termination arguments. Such a condition also appears in $\mathrm{Abe04}, \mathrm{BFG}^{+} 04$. It is necessary because, in the rule (app-decr), $\psi$ is not required to be minimal or could have to be set to a strict upper bound by using the rule (sub) beforehand. This could lead to invalid deductions wrt sizes. Take for instance the subtraction on natural numbers sub : $\mathrm{N} \Rightarrow \mathrm{N} \Rightarrow \mathrm{N}$ defined by the rules:

$$
\begin{aligned}
\text { sub } x 0 & \rightarrow x \\
\text { sub } 0 y & \rightarrow 0 \\
\text { sub }(\mathrm{s} x)(\mathrm{s} y) & \rightarrow \text { sub } x y
\end{aligned}
$$

Because of the monotony condition, we cannot take sub: $\mathrm{N}_{\alpha} \Rightarrow \mathrm{N}_{\beta} \Rightarrow \mathrm{N}_{\alpha-\beta}$. Otherwise, given $\mathrm{f}: \mathrm{N}_{\alpha} \Rightarrow \mathrm{N}$, the rule $\mathrm{f}(\mathrm{s} 0) \rightarrow \mathrm{f}(\operatorname{sub}(\mathrm{s} 0) 0)$ would satisfy the other conditions. Indeed, by taking sub $<_{\mathcal{F}} \mathrm{f}$ and $\psi=\{(\alpha, \mathrm{s} 0),(\beta, \mathrm{s} 0)\}$, one gets $\Gamma \vdash_{\varphi}^{\mathrm{f}}$ sub (s 0) $0: \mathrm{N}_{0}($ while $o(\operatorname{sub}(\mathrm{~s} 0) 0)=1)$ and $\Gamma \vdash_{\varphi}^{\mathrm{f}} \mathrm{f}(\operatorname{sub}(\mathrm{s} 0) 0): \mathrm{N}$ since $0<_{A} s 0$, but the system does not terminate since $f($ sub (s 0$\left.) 0\right) \rightarrow f(s 0)$.

Note however that the monotony condition can always be satisfied by taking $\sigma^{f}=\infty$.

The accessibility and monotony conditions can be easily checked. In the next section, we will study the decidability of $\vdash_{\varphi}^{f}$ and, in Section 8 , we will provide a syntactic condition for the minimality condition to hold in the successor algebra.

To end this section, note that the termination conditions do not require $l$ itself to be typable in $\vdash_{\varphi}^{f}$. Hence, for instance, assuming that $A$ has two constructors $\mathrm{c}: \mathrm{A} \Rightarrow \mathrm{A}$ and $\mathrm{b}: \mathrm{A} \Rightarrow \mathrm{A} \Rightarrow \mathrm{A}$ with $\mathrm{r}^{\mathrm{c}}=1$ and $\mathrm{r}^{\mathrm{b}}=2$, we can handle the rule $\mathrm{f}\left(\mathrm{b} x_{1}\left(\mathrm{c} x_{2}\right)\right) \rightarrow \mathrm{f} x_{2}$ by taking $\Gamma=x_{2}: \mathrm{A}_{\alpha_{x_{2}}}$ and $\alpha_{1}^{\mathrm{f}} \varphi=\mathrm{s} \alpha_{x_{2}}$.

On the other hand, we cannot handle the rule $\mathrm{f}\left(\mathrm{b} x_{1}\left(\mathrm{c} x_{2}\right)\right) \rightarrow \mathrm{f}\left(\mathrm{b} x_{1} x_{2}\right)$. Note however that, in this case, we can have $o\left(\mathrm{~b} x_{1} \theta x_{2} \theta\right)=o\left(\mathrm{~b} x_{1} \theta\left(\mathrm{c} x_{2} \theta\right)\right)$ if $o\left(x_{2} \theta\right)<o\left(x_{1} \theta\right)$ : the height is not a decreasing measure in this case.

### 4.3 Examples

We now show, for various examples, how to check these conditions, except the minimality condition whose verification is postponed to Section 8 .

Example 1 Consider the function symbols sub (substraction) and div (division) both of type $\mathrm{N} \Rightarrow \mathrm{N} \Rightarrow \mathrm{N}$ defined by the rules:

$$
\begin{aligned}
\operatorname{div} 0(\mathrm{~s} y) & \rightarrow 0 \\
\operatorname{div}(\mathrm{~s} x)(\mathrm{s} y) & \rightarrow \mathrm{s}(\operatorname{div}(\operatorname{sub} x y)(\mathrm{s} y))
\end{aligned}
$$

One can easily check the accessibility condition.
For constructors, take in the successor algebra, $0: N$ and s: $N_{\alpha} \Rightarrow N_{s}$. For sub and div, take $\mathrm{N}_{\alpha} \Rightarrow \mathrm{N} \Rightarrow \mathrm{N}_{\alpha}$, which expresses the fact that these functions are not size-increasing. One can easily check the monotony condition.

For the subject reduction and decreasingness condition, we only detail the last rule of div by taking $\Gamma=x: \mathrm{N}_{x}, y: \mathrm{N}, \varphi=\{(\alpha, \mathrm{s} x)\}$, sub $<_{\mathcal{F}}$ div and the identity for $\zeta^{\text {div }}$. Let $\vdash=\vdash_{\varphi}^{\text {div }}$. By (app-decr), $\Gamma \vdash x: \mathrm{N}_{x}$ and $\Gamma \vdash y: \mathrm{N}$. By (app-decr), $\Gamma \vdash \operatorname{sub} x y: \mathrm{N}_{\alpha}\{(\alpha, x)\}=\mathrm{N}_{x}$ and $\Gamma \vdash \mathrm{s} y: \mathrm{N}_{\mathrm{s} \alpha}\{(\alpha, \infty)\}=\mathrm{N}$. By (app-decr), $\Gamma \vdash \operatorname{div}\left(\operatorname{sub} x y\right.$ ) (s $y$ ) : $\mathrm{N}_{x}$ since $x<_{\mathrm{A}} \mathrm{s} x$. Finally, by (app-decr) again, $\Gamma \vdash \mathrm{s}(\operatorname{div}(\operatorname{sub} x y)(\mathrm{s} y)): \mathrm{N}_{\mathrm{s} x}=\mathrm{N}_{\alpha} \varphi$.

Follows a similar example showing that we cannot capture all non-increasing functions as one can easily expect:

Example 2 Let B be the sort of booleans with the constructors true : B and false: B. Let N be the sort of natural numbers with the constructors $0: \mathrm{N}$ and $\mathrm{s}: \mathrm{N} \Rightarrow \mathrm{N}$. Let L be the sort of lists of natural numbers with the constructors nil : $L$ and cons : $N \Rightarrow L \Rightarrow L$. Finally, let $P$ be the sort of pairs of lists with the constructors pair : L $\Rightarrow L \Rightarrow P$. Then, let the functions fst, snd : $P \Rightarrow L$, le : $N \Rightarrow N \Rightarrow B$, if : $B \Rightarrow P \Rightarrow P \Rightarrow P$, pivot : $N \Rightarrow L \Rightarrow P$, qs $: L \Rightarrow L \Rightarrow L$ and qsort $: L \Rightarrow L$ be defined by the rules:

$$
\begin{aligned}
& \text { fst (pair } l m \text { ) } \rightarrow \quad l \\
& \text { snd (pair } l m \text { ) } \rightarrow m \\
& \text { if true } p q \rightarrow p \\
& \text { if false } p q \rightarrow q \\
& \text { pivot } x \text { nil } \rightarrow \text { pair nil nil } \\
& \text { pivot } x(\text { cons } y l) \rightarrow \text { if }(\text { le } y x)(\text { pair }(\operatorname{cons} y u) v)(\text { pair } u(\text { cons } y v)) \\
& \text { where } u=\text { fst } p, v=\text { snd } p, p=\text { pivot } x l \\
& \text { qs nil } l \rightarrow l \\
& \text { qs (cons } x l \text { ) } m \rightarrow \text { qs } u \text { (cons } x \text { (qs } v m \text { )) } \\
& \text { where } u=\text { fst } p, v=\operatorname{snd} p, p=\operatorname{pivot} x l \\
& \text { qsort } l \rightarrow \text { qs } l \text { nil }
\end{aligned}
$$

Again, one can easily check the accessibility condition.
Now, for constructors, take in the successor algebra, true : B, false: B, $0: N$, $\mathrm{s}: \mathrm{N}_{\alpha} \Rightarrow \mathrm{N}_{\mathrm{s} \alpha}$, nil : L , cons: $\mathrm{N} \Rightarrow \mathrm{L}_{\alpha} \Rightarrow \mathrm{L}_{\mathrm{s} \alpha}$ and pair: $\mathrm{L}_{\alpha} \Rightarrow \mathrm{L}_{\alpha} \Rightarrow \mathrm{P}_{\alpha}$. Hence, a term of type $\mathrm{P}_{\alpha}$ is a pair of lists of length smaller than or equal to $\alpha$.

Now, for function symbols, take fst, snd : $\mathrm{P}_{\alpha} \Rightarrow \mathrm{L}_{\alpha}$, if : $\mathrm{B} \Rightarrow \mathrm{P}_{\alpha} \Rightarrow \mathrm{P}_{\alpha} \Rightarrow \mathrm{P}_{\alpha}$, le : $\mathrm{N}_{\alpha} \Rightarrow \mathrm{N} \Rightarrow \mathrm{B}$, pivot : $\mathrm{N} \Rightarrow \mathrm{L}_{\alpha} \Rightarrow \mathrm{P}_{\alpha}$, qs : $\mathrm{L}_{\alpha} \Rightarrow \mathrm{L} \Rightarrow \mathrm{L}$ and qsort: $\mathrm{L}_{\alpha} \Rightarrow$ L , which expresses the fact that fst, snd, if and pivot are not size-increasing functions. Again, one can easily check the monotony condition.

We cannot express that qsort is non-increasing. To do so, we need a more precise type system with existential quantifiers and constraints on size variables where pivot can be given the type $\mathrm{N} \Rightarrow(\forall \alpha) \mathrm{L}_{\alpha} \Rightarrow(\exists \beta)(\exists \gamma)(\alpha=\beta+\gamma) \mathrm{L}_{\beta} \times \mathrm{L}_{\gamma}$ [BR06].

For the subject reduction and decreasingness condition, we only detail the last rule of qs by taking $\Gamma=x: \mathrm{N}, l: \mathrm{L}_{l}, m: \mathrm{L}, \varphi=\{(\alpha, \mathrm{s} l)\}$, fst, snd, pivot $<_{\mathcal{F}}$ qs and the identity for $\zeta^{\text {qs }}$. Let $\vdash=\vdash_{\varphi}^{\text {qs }}$. By (app-decr), $\Gamma \vdash x: \mathrm{N}, \Gamma \vdash l: \mathrm{L}_{l}$ and $\Gamma \vdash m:$ L. By (app-decr), $\Gamma \vdash p: \mathrm{P}_{l}$. By (app-decr), $\Gamma \vdash u: \mathrm{L}_{l}$ and $\Gamma \vdash v: \mathrm{L}_{l}$. Since $l<_{\mathrm{A}} \mathrm{s} l$, by (app-decr), $\Gamma \vdash$ qs $v m: \mathrm{L}$. By (app-decr), $\Gamma \vdash \operatorname{cons} x$ (qs $v m$ ) : L. Finally, since $l<_{\mathrm{A}} \mathrm{s} l$, by (app-decr) again, $\Gamma \vdash \mathrm{qs} u($ cons $x$ (qs $v m$ )) : L.

We now give an example using interpretation functions $\zeta_{X}^{f}$ different from the identity function:

Example 3 Let L be the sort of lists with the constructors nil : L and cons : $N \Rightarrow L \Rightarrow L$. The reversal of a list can be defined as follows [HH82]:

$$
\begin{aligned}
\text { last } x \text { nil } & \rightarrow x \\
\text { last } x(\text { cons } y l) & \rightarrow \text { last } y l \\
\text { revremlast } x \text { nil } & \rightarrow \text { nil } \\
\text { revremlast } x(\operatorname{cons} y l) & \rightarrow \text { rev }(\text { cons } x(\text { rev }(\text { revremlast } y l))) \\
\text { rev nil } & \rightarrow \text { nil } \\
\operatorname{rev}(\operatorname{cons} x l) & \rightarrow \text { cons }(\text { last } x l)(\text { revremlast } x l)
\end{aligned}
$$

where rev: $L \Rightarrow L$, revremlast : $N \Rightarrow L \Rightarrow L$ and last : $N \Rightarrow L \Rightarrow N$.
Consider the 4th rule. Take cons : $\mathrm{N} \Rightarrow \mathrm{L}_{\alpha} \Rightarrow \mathrm{L}_{\alpha+1}$, rev : $\mathrm{L}_{\alpha} \Rightarrow \mathrm{L}_{\alpha}$, revremlast : $\mathrm{N} \Rightarrow \mathrm{L}_{\alpha} \Rightarrow \mathrm{L}_{\alpha}, \Gamma=x: \mathrm{N}, y: \mathrm{N}, l: \mathrm{L}_{l}$ and $\varphi=\{(\alpha, l+1)\}$. One can easily check the accessibility and monotony conditions. We now check the subject reduction and decreasingness condition. Let $\vdash=\vdash_{\varphi}^{\text {revremlast }}$. For comparing termination arguments, take $\leq_{A}=\leq_{A}^{\max }$, rev $\simeq_{\mathcal{F}}$ revremlast, $\zeta^{\text {rev }}(a)=2 a$ and $\zeta^{\text {revremlast }}(a)=2 a+1$. By (app-decr), $\Gamma \vdash x: \mathrm{N}, \Gamma \vdash y: \mathrm{N}$ and $\Gamma \vdash l: \mathrm{L}_{l}$. By (app-decr), $\Gamma \vdash$ revremlast $y l: \mathrm{N}_{l}$ since $\zeta^{\text {revremlast }}(l)=2 l+1<_{\mathrm{A}} \zeta^{\text {revremlast }}(l+1)=$ $2(l+1)+1=2 l+3$. By (app-decr) , $\Gamma \vdash \operatorname{rev}($ revremlast $y l): \mathrm{N}_{l}$ since $\zeta^{\mathrm{rev}}(l)=2 l<2 l+3$. By (app-decr), $\Gamma \vdash \operatorname{cons} x($ rev (revremlast $\left.y l)\right): \mathrm{L}_{l+1}$. Finally, by (app-decr) again, $\Gamma \vdash \operatorname{rev}($ cons $x(r e v(r e v r e m l a s t ~ y l))): \mathrm{L}_{l+1}$ since $\zeta^{\mathrm{rev}}(l+1)=2 l+2<2 l+3$.

Here is an example of a recursor for a non-strictly positive type the termination of which can be proved neither by HORPO [JR99 nor by CPO [BJR15:

Example 4 One can implement a breadth-first search algorithm on labeled binary trees by using a non-strictly positive type of continuations $C$ whose constructors are $\mathrm{b}: \mathrm{C}$ and $\mathrm{c}: \neg \neg \mathrm{C} \Rightarrow \mathrm{C}$, where $\neg T=T \Rightarrow \mathrm{~L}$ and L is the sort for lists of labels Hof95. Its recursor at type $A$, rec $_{\mathrm{C}}^{A}: \mathrm{C} \Rightarrow A \Rightarrow(\neg \neg \mathrm{C} \Rightarrow \neg \neg A \Rightarrow$ $A) \Rightarrow A$, can be defined by the rules:

$$
\begin{aligned}
\operatorname{rec}_{\mathrm{C}}^{A} \mathrm{~b} u v & \rightarrow u \\
\operatorname{rec}_{\mathrm{C}}^{A}(\mathrm{c} x) u v & \rightarrow v x\left(\lambda y^{\neg A} x\left(\lambda z^{\mathrm{C}} y\left(\operatorname{rec}_{\mathrm{C}}^{A} z u v\right)\right)\right)
\end{aligned}
$$

Again, one can easily check the accessibility condition.
Now, take c : $\neg \neg \mathrm{C}_{\alpha} \Rightarrow \mathrm{C}_{\mathrm{s} \alpha}$ and $\mathrm{rec}_{\mathrm{C}}^{A}: \mathrm{C}_{\alpha} \Rightarrow A \Rightarrow(\neg \neg \mathrm{C} \Rightarrow \neg \neg A \Rightarrow A) \Rightarrow A$. One can easily check the monotony condition.

For the subject reduction and decreasingness condition, we only detail the second rule by taking $\Gamma=x: \neg \neg \mathrm{C}_{x}, u: A, v: \neg \neg \mathrm{C} \Rightarrow \neg \neg A \Rightarrow A$ and $\varphi=$ $\{(\alpha, \mathrm{s} x)\}$. Let $\Gamma_{y}=\Gamma, y: \neg A, \Gamma_{y z}=\Gamma_{y}, z: \mathrm{C}_{x}$ and $\vdash=\vdash_{\varphi}^{\text {rece }_{c}^{A}}$. By (appdecr), $\Gamma \vdash x: \neg \neg \mathrm{C}_{x}, \Gamma \vdash u: A, \Gamma \vdash v: \neg \neg \mathrm{C} \Rightarrow \neg \neg A \Rightarrow A, \Gamma_{y z} \vdash y: \neg A$, $\Gamma_{y z} \vdash z: \mathrm{C}_{x}$. By (app-decr), since $x<_{\mathrm{A}} \mathrm{s} x, \Gamma_{y z} \vdash \operatorname{rec}_{\mathrm{C}}^{A} z u v: A$. By (app-decr), $\Gamma_{y z} \vdash y\left(\operatorname{rec}_{\mathrm{C}}^{A} z u v\right):$ L. By (lam), $\Gamma_{y} \vdash \lambda z y\left(\operatorname{rec}_{\mathrm{C}}^{A} z u v\right): \neg \mathrm{C}_{x}$. By (app-decr), $\Gamma_{y} \vdash x\left(\lambda z y\left(\operatorname{rec}_{\mathrm{C}}^{A} z u v\right)\right):$ L. By (lam), $\Gamma \vdash \lambda y^{\neg A} x\left(\lambda z y\left(\operatorname{rec}_{\mathrm{C}}^{A} z u v\right)\right): \neg \neg A$. By (sub), $\Gamma \vdash x: \neg \neg C$. Thus, by (app-decr), $\Gamma \vdash v x\left(\lambda y{ }^{A} x\left(\lambda z y\left(\operatorname{rec}_{\mathrm{C}}^{A} z u v\right)\right)\right): A$.

We end this series of examples by one using non standard size annotations for constructors:

Example 5 Let $C$ be the sort of conditional expressions with the constructors at : $C$ and if : $C^{3} \Rightarrow C$. Following [BM79], one can define a normalization function $\mathrm{nm}: \mathrm{C} \Rightarrow \mathrm{C}$ as follows:

$$
\begin{aligned}
\mathrm{nm} \text { at } & \rightarrow \text { at } \\
\mathrm{nm}(\text { if at } y z) & \rightarrow \text { if at }(\mathrm{nm} y)(\mathrm{nm} z) \\
\mathrm{nm}(\text { if }(\text { if } u v w) y z) & \rightarrow \mathrm{nm}(\text { if } u(\mathrm{~nm}(\text { if } v y z))(\mathrm{nm}(\text { if } w y z)))
\end{aligned}
$$

In Pau86 is given a measure on terms due to Shostak that is decreasing in recursive calls. Hence, we can prove the termination of nm by using the following annotated types: at : C , if : $\mathrm{C}_{\alpha} \Rightarrow \mathrm{C}_{\beta} \Rightarrow \mathrm{C}_{\gamma} \Rightarrow \mathrm{C}_{(\alpha+1)(\beta+\gamma+3)}$ and $\mathrm{nm}: \mathrm{C}_{\alpha} \Rightarrow \mathrm{C}_{\alpha}$. One can easily check the monotony condition.

Now, for the 3rd rule, let $\Gamma=u: \mathrm{C}_{u}, v: \mathrm{C}_{v}, w: \mathrm{C}_{w}, y: \mathrm{C}_{y}, z: \mathrm{C}_{z}, \varphi=$ $\{(\alpha, a)\}$ where $a=((u+1)(v+w+3)+1)(y+z+3))=u v y+u v z+u w y+u w z+$ $3 u v+3 u w+3 u y+3 u z+v y+w y+v z+w z+9 u+3 v+3 w+4 y+4 z+12$, and $\zeta^{\mathrm{nm}}$ be the identity. One can easily check the accessibility condition. We now check the subject reduction and decreasingness condition. Let $\vdash=\vdash_{\varphi}^{\mathrm{nm}}$. By (app-decr), $\Gamma \vdash$ if $v y z: \mathrm{C}_{(v+1)(y+z+3)}$ and $\Gamma \vdash$ if $w y z: \mathrm{C}_{(w+1)(y+z+3)}$. By (app-decr), $\Gamma \vdash$ nm (if $v y z): \mathrm{C}_{(v+1)(y+z+3)}$ since $(v+1)(y+z+3)=v y+v z+y+z+3<_{\mathrm{A}} a$, and $\Gamma \vdash \mathrm{nm}($ if $w y z): \mathrm{C}_{(w+1)(y+z+3)}$ since $(w+1)(y+z+3)=w y+w z+y+z+3<_{\mathrm{A}} a$. Finally, by (app-decr) twice, $\Gamma \vdash \mathrm{nm}($ if $u(\mathrm{~nm}($ if $v y z))(\mathrm{nm}($ if $w y z))): \mathrm{C}_{b}$ where $b=(u+1)((v+1)(y+z+3)+(w+1)(y+z+3)+3)$ since $b=u v y+u v z+$ $u w y+u w z+2 u y+2 u z+v y+v z+w y+w z+9 u+2 y+2 z+9<_{\mathrm{A}} a$. Therefore, by (sub), $\Gamma \vdash \mathrm{nm}($ if $u(\mathrm{~nm}($ if $v y z))(\mathrm{nm}($ if $w y))): \mathrm{C}_{a}$.

### 4.4 Proof of Theorem 2

Computability of constructors. We first prove that, for all (c, $\mu, \vec{t})$ such that $|\vec{t}|=\mathrm{n}^{\mathrm{c}}$ and $(\forall i) t_{i} \in \bar{\tau}_{i}^{\mathrm{c}} \mu$, we have $\mathrm{c} \vec{t} \in \bar{\tau}^{\mathrm{c}, \mathrm{n}^{\mathrm{c}}} \mu=\mathrm{A}_{\sigma^{c}}^{\mathrm{c}} \mu$, by induction on $\vec{t}$ with $\leftarrow_{\text {prod }}$ as well-founded relation. First, we have $c \vec{t} \in \mathrm{SN}$ since $\vec{t} \in \mathrm{SN}$ and there is
no rule of the form $c \vec{l} \rightarrow r$. Second, for all $i \leq \mathrm{a}^{\mathrm{c}}$, we have $\bar{\tau}_{i}^{\mathrm{c}} \mu \subseteq \tau_{i}^{\mathrm{c}}$ and $o_{i}^{c}(\vec{t}) \leq$ $\alpha_{i}^{\mathrm{c}} \mu$, since $\bar{\tau}_{i}^{\mathrm{c}}=\operatorname{An}_{\alpha_{i}^{\mathrm{c}}}^{\mathrm{A}_{i}^{\mathrm{c}}}\left(\tau_{i}^{\mathrm{c}}\right)$ and $\operatorname{Pos}\left(\mathrm{A}_{i}^{\mathrm{c}}, \tau_{i}^{\mathrm{c}}\right) \subseteq \operatorname{Pos}^{+}\left(\tau_{i}^{\mathrm{c}}\right)$. Therefore, $\mathrm{c} \vec{t} \in \mathrm{~A}^{\mathrm{c}}$. If $\sigma^{c}=\infty$, then we are done. Otherwise, we are left to prove that $o(c \vec{t}) \leq \mathfrak{a}=\sigma^{c} \mu$. If $\mathrm{c} \vec{t} \rightarrow u$ then $u=\mathrm{c} \vec{u}$ with $\vec{t} \rightarrow_{\text {prod }} \vec{u}$ and, by induction hypothesis, $o(\mathrm{c} \vec{u}) \leq \mathfrak{a}$. Now, if $i \leq \mathrm{r}^{\mathrm{c}}$, then $o_{i}^{\complement}(\vec{t}) \leq \alpha_{i}^{\mathrm{c}} \mu<\mathfrak{a}$ since $\sigma^{\mathrm{c}}$ is strictly extensive on recursive arguments. Finally, $\Sigma^{\mathrm{c}}\left(o^{\mathrm{c}}(\vec{t})\right)=\sigma^{\mathrm{c}} \nu$ where $\nu=\left\{\left(\alpha_{i}^{\mathrm{c}}, o_{i}^{\mathrm{c}}(\vec{t})\right) \mid i \leq \mathrm{r}^{\mathrm{c}}\right\}$ if the $\alpha_{i}^{\mathrm{c}}$ 's are pairwise distinct, and $\nu=\left\{\left(\alpha, \max \left\{o_{i}^{\mathrm{c}}(\vec{t}) \mid i \leq \mathrm{r}^{\mathrm{c}}\right\}\right)\right\}$ if the $\alpha_{i}^{\mathrm{c}}$ 's are all equal to some variable $\alpha$. Hence, $\sigma^{\mathfrak{c}} \nu \leq \mathfrak{a}$ since $\sigma^{\mathfrak{c}}$ is monotone and $\nu \leq \mu$. Therefore, by Theorem $1, o(c \vec{t}) \leq \mathfrak{a}$.

Computability of function symbols. We now prove that, for all ( $\mathrm{f}, \mu, \vec{t}$ ) such that $|\vec{t}|=\mathrm{n}^{\mathrm{f}}$ and $(\forall i) t_{i} \in \bar{\tau}_{i}^{\mathrm{f}} \mu$, we have $\mathrm{f} \vec{t} \in \mathrm{~A}_{\sigma^{f}}^{\mathrm{f}} \mu$, by induction on $((\mathrm{f}, \mu), \vec{t})$ with $\left(<_{\mathfrak{h}}, \leftarrow_{\text {prod }}\right)_{\text {lex }}$ as well-founded relation (1).

Since $\mathrm{f} \vec{t}$ is neutral, it suffices to prove that, for all $v$ such that $\mathrm{f} \vec{t} \rightarrow v$, we have $v \in \mathrm{~A}_{\sigma^{f}}^{f} \mu$. There are two cases:

- $v=\mathrm{f} \vec{v}$ and $\vec{t} \rightarrow_{\text {prod }} \vec{v}$. By stability by reduction, $(\forall i) v_{i} \in \bar{\tau}_{i}^{\mathrm{f}} \mu$. Therefore, by induction hypothesis, $v \in \mathrm{~A}_{\sigma^{f}}^{f} \mu$.
- $\vec{t}=\vec{l} \theta \vec{v}, f \vec{l} \rightarrow r \in \mathcal{R}$ and $v=r \theta \vec{v}$. By minimality, there is $\nu$ such that $o_{|x \Gamma|^{A x}}(x \theta) \leq \alpha_{x} \nu$ if $x \in \operatorname{dom}(\Gamma)$, and $\alpha_{i}^{\mathrm{f}} \varphi \nu=o_{\mathrm{A}_{i}^{\mathrm{f}}}\left(l_{i} \theta\right)$ if $i \leq \mathrm{m}^{\mathrm{f}}$. Hence, $\alpha_{i}^{\mathrm{f}} \varphi \nu \leq \alpha_{i}^{\mathrm{f}} \mu$ if $i \leq \mathrm{m}^{\mathrm{f}}$.
Computability of the matching substitution. We now prove that, for all $(x, U) \in \Gamma, x \theta \in U \nu$. There are two cases:
- There is $i>\mathrm{m}^{\mathrm{f}}$ such that $l_{i}=x$ and $U=\tau_{i}^{\mathrm{f}}$. Then, $x \theta=l_{i} \theta=t_{i}$ and $U \nu=\tau_{i}^{\mathrm{f}} \nu=\tau_{i}^{\mathrm{f}} \mu=\bar{\tau}_{i}^{\mathrm{f}} \mu$. Therefore, $x \theta \in U \nu$.
- There are $i \leq \mathrm{m}^{\mathrm{f}}$ and $\mathrm{A}^{x}$ such that $\left(x,|U|, \mathrm{A}^{x}\right) \unlhd_{\mathrm{a}}\left(l_{i}, \mathrm{~A}_{i}^{\mathrm{f}}, \mathrm{A}_{i}^{\mathrm{f}}\right)$ and $U=$ $\mathrm{An}_{\alpha_{x}}^{\mathrm{A}^{x}}(|U|)$. Hence, $\left(x \theta,|U|, \mathrm{A}^{x}\right) \unlhd_{\mathrm{a}}\left(l_{i} \theta, \mathrm{~A}_{i}^{\mathrm{f}}, \mathrm{A}_{i}^{\mathrm{f}}\right)$ and, by Lemma $11, x \theta \in|U|$. Therefore, $x \theta \in U \nu$ since $U=\operatorname{An}_{\alpha_{x}}^{\mathrm{A}^{x}}(|U|), \operatorname{Pos}\left(\mathrm{A}^{x},|U|\right) \subseteq \operatorname{Pos}^{+}(|U|)$ and $o_{|U|^{A^{x}}}(x \theta) \leq \alpha_{x} \nu$.

Correctness of the computability closure. We now prove that, for all $(\Gamma, t, T, \theta)$, if $\Gamma \vdash_{\varphi}^{\mathrm{f}} t: T$ and $x \theta \in U \nu$ whenever $(x, U) \in \Gamma$, then $t \theta \in T \nu$, by induction on $\vdash_{\varphi}^{f}(2)$.
(app-decr) If $h \in \mathcal{X}$, this follows by assumption. So, assume that $h=\mathrm{g} \in \mathcal{C} \cup \mathcal{F}$. By induction hypothesis (2), $u_{i} \in \bar{\tau}_{i}^{\mathrm{g}} \psi \nu$. Since $(\mathrm{g}, \psi)<_{\mathrm{A}}(\mathrm{f}, \varphi),(\mathrm{g}, \psi \nu)<_{\mathfrak{h}}$ $(\mathrm{f}, \varphi \nu)$. Since $o_{\mathrm{A}_{i}^{\mathrm{f}}}\left(l_{i} \theta\right)=\alpha_{i}^{\mathrm{f}} \varphi \nu, \alpha_{i}^{\mathrm{f}} \varphi \nu \leq \alpha_{i}^{\mathrm{f}} \mu$. Therefore, $(\mathrm{g}, \psi \nu)<_{\mathfrak{h}}(\mathrm{f}, \mu)$ and, by induction hypothesis (1), $\mathrm{g} \vec{u} \in \bar{\tau}^{\mathrm{g}, n} \psi \nu$.
(lam) Wlog we can assume that $x \notin \operatorname{dom}(\theta) \cup \operatorname{FV}(\theta)$. We have $\left(\lambda x^{U} v\right) \theta=$ $\lambda x^{U}(v \theta) \in U \nu \rightarrow V \nu$ because, for all $u \in U \nu,(v \theta)_{x}^{u} \in V \nu$ since $(v \theta)_{x}^{u}=v \theta^{\prime}$ where $\theta^{\prime}=\theta \cup\{(x, u)\}$ and $v \theta^{\prime} \in V \nu$ by induction hypothesis (2).
(sub) We prove that $T \nu \subseteq T^{\prime} \nu$ whenever $T \leq T^{\prime}$ by induction on $\leq(3)$ :
(size) If $b=\infty$, then $\mathrm{A}_{a} \nu \subseteq \mathrm{~A}$ by definition. Otherwise, $a \nu \leq b \nu$ and $\mathrm{A}_{a} \nu \subseteq \mathrm{~A}_{b} \nu$ since $\left(\mathrm{A}_{\mathfrak{a}}\right)_{\mathfrak{a} \in \mathfrak{h}}$ is monotone.
(prod) Let $t \in U \nu \rightarrow V \nu$ and $u^{\prime} \in U^{\prime} \nu$. By induction hypothesis (3), $U^{\prime} \nu \subseteq U \nu$. Hence, $u \in U \nu$ and $t u \in V \nu$. By induction hypothesis (3), $V \nu \subseteq V \nu^{\prime}$. Therefore, $t u^{\prime} \in V^{\prime} \nu$.
(refl) Immediate.
(trans) By induction hypothesis (3) and transitivity of $\subseteq$.
Hence, since $\Gamma \vdash_{\varphi}^{\mathrm{f}} r: \bar{\tau}^{\mathrm{f},|\vec{l}|} \varphi$ and $x \theta \in U \nu$ whenever $(x, U) \in \Gamma$, we have $r \theta \in \bar{\tau}^{\mathrm{f},|\vec{l}|} \varphi \nu$. Hence, since $|\vec{l}| \geq \mathrm{m}^{\mathrm{f}}, v \in \mathrm{~A}_{\sigma^{\mathrm{f}}}^{\mathrm{f}} \varphi \nu$. Finally, since $\alpha_{i}^{\mathrm{f}} \varphi \nu \leq \alpha_{i}^{\mathrm{f}} \mu$ and $\operatorname{Pos}\left(\alpha_{i}^{\mathrm{f}}, \sigma^{\mathrm{f}}\right) \subseteq \operatorname{Pos}^{+}\left(\sigma^{\mathrm{f}}\right)$ whenever $i \leq \mathrm{m}^{\mathrm{f}}$, we have $v \in \mathrm{~A}_{\sigma^{\mathrm{f}}} \mu$.

Computability of every well-typed term. Now, it is easy to check that every well-typed term is computable. The proof is similar to (2). We just detail the case of a function symbol f . Let $\vec{t}$ such that $|\vec{t}|=\mathrm{n}^{\mathrm{f}}$ and, for all $i, t_{i} \in \tau_{i}^{\mathrm{f}}$. Let $\mu$ be the valuation such that $\alpha_{i}^{\mathrm{f}} \mu=\mathfrak{h}_{\mathrm{A}_{i}^{f}}$, the smallest ordinal such that $\left(\mathrm{A}_{i}^{\mathrm{f}}\right)_{\mathfrak{h}_{A_{i}^{f}}}=\mathrm{A}_{i}^{\mathrm{f}}$. Then, $t_{i} \in \bar{\tau}_{i}^{\mathrm{f}} \mu$ and $\mathrm{f} \vec{t} \in \mathrm{~A}_{\sigma^{\mathrm{f}}}^{\mathrm{f}} \mu \subseteq \mathrm{A}$. We conclude by noting that the identity substitution is computable.

## 5 Deciding $\vdash_{\varphi}^{f}$

Let $\vdash$ be the relation defined by the rules of $\vdash_{\varphi}^{\mathrm{f}}$ except (app-decr) replaced by:

$$
\begin{gathered}
(\forall i) \Gamma \vdash t_{i}: T_{i} \\
(h, \vec{T} \Rightarrow T) \in \Gamma \cup \Theta \psi \\
(\mathrm{app}) \frac{\begin{array}{c}
\text { }
\end{array} \frac{\mathrm{f} \vee\left(h \simeq_{\mathcal{F}} \mathrm{f} \wedge|\vec{T}| \geq \mathrm{m}^{\mathrm{f}}\right)}{\Gamma \vdash h \vec{t}: T}}{}
\end{gathered}
$$

that is, without checking the decreasingness condition $\psi<_{A}^{h, f} \varphi$ when $h \simeq_{\mathcal{F}} \mathrm{f}$. Deciding $\Gamma \vdash_{\varphi}^{f} t: T$ can be reduced to finding a derivation of $\Gamma \vdash t: T$ where, at each application of (app), the decreasingness condition is satisfied.

The relation $\vdash$ differs from Curry and Feys' typing relation with functional characters or type-schemes (a type with type variables) CF58 in two points. First, we consider subtyping. Second, our type-schemes are not built from type variables but from size variables. We will however see that some techniques developed for Curry and Feys' type system or, more generally, Milner's type system Mil78 and its later extensions, can be adapted to our framework.

In Hin69, Hindley proved that a term is well-typed in Curry and Feys' system iff it has a most general type-scheme that can be computed by using unification Her30, Rob65, a type-scheme $T$ being more general than another type-scheme $U$, written $T \sqsubseteq U$, if $U$ is an instance of $T$, that is, $T \theta=U$ for some substitution $\theta$. This comes from the fact that, if $\Gamma \vdash t: T_{1}$ and $\Gamma \vdash t: T_{2}$, then there is $T$ such that $\Gamma \vdash t: T, T \sqsubseteq T_{1}$ and $T \sqsubseteq T_{2}$. And, as shown by

Huet Hue76], every non-empty subset of types has a greatest lower bound wrt $\sqsubseteq$. So, in particular $\{T \mid \Gamma \vdash t: T\}$ if $t$ is typable in $\Gamma$.

This line of work was later extended in many directions by considering richer types, more complex constructions or by improving the algorithm computing the most general type-scheme. One of the most advanced generalization seems to be Sulzmann's HM $(X)$ system Sul01, where the type variables of a typescheme are required to satisfy a formula of an abstract constraint system $X$. For his system, Sulzmann provides a generic constrained-type inference algorithm assuming a procedure for solving constraints in $X$. It would be interesting to study whether our framework can indeed fit in this general setting. However, in this paper, we will simply follow Hindley's approach.

Hindley uses a procedure computing the most general unifier of two typeschemes. Unifying two type-schemes $T$ and $U$ simply consists in solving the equation $T=U$ in the algebra of type-schemes, that is, in finding a substitution $\theta$ such that $T \theta=U \theta$. In Hue76], Huet proved that solving $T=U$ is equivalent to finding an $\sqsubseteq$-upper bound to both $T$ and $U$. He also showed that every non-empty bounded set of types has a least upper bound wrt $\sqsubseteq$. Hence, every solvable unification problem on types has a most general solution.

In our setting, we have to take into account subtyping. Hence, the following definitions:

Definition 13 (More general type) We say that an annotated type $T$ is more general than another annotated type $U$, written $T \sqsubseteq U$, if there is a substitution $\theta$ such that $T \theta$ is a subtype of $U$, i.e. $T \theta \leq U$.

One can easily check that $\sqsubseteq$ is a quasi-ordering.
Definition 14 (Subtyping problem) A subtyping problem $P$ is either $\perp$ or a finite set of subtyping constraints, a subtyping constraint being a pair of types $(T, U)$ written $T \leq$ ? $U$. It has a solution $\varphi: \mathrm{X} \rightarrow \mathrm{A} \cup\{\infty\}$ if $P \neq \perp$, $\operatorname{dom}(\varphi) \subseteq \operatorname{Var}(P)$ and, for all $T \leq^{?} U \in P, T \varphi \leq U \varphi$. Let $\operatorname{Sol}(P)$ be the set of all the solutions of $P$. A solution $\varphi$ is more general than another solution $\psi$, written $\varphi \sqsubseteq \psi$, if there is $\theta$ such that $\varphi \theta \leq_{A}^{\infty} \psi$, that is, for all $\alpha, \alpha \varphi \theta \leq_{A}^{\infty} \alpha \psi$.

Again, one can easily check that the ordering $\sqsubseteq$ on substitutions is a quasiordering.

Remark 1 In the case of a unification problem, i.e. when $\leq_{A}^{\infty}$ is the equality, one may more naturally define the ordering on substitutions as the pointwise extension of $\sqsubseteq: \varphi \sqsubseteq_{\text {ext }} \psi$ if, for all $T, T \varphi \sqsubseteq T \psi$. Huet proved in Hue76 that the two definitions are equivalent if the algebra is non-monadic, that is, if it has a term constructor of arity $>1$, which is the case for types where $\Rightarrow$ is of arity 2 (the result also holds if all term constructors are of arity 0 ). Indeed, in a monadic algebra, if you take $\varphi=\{(\alpha, \gamma),(\beta, \gamma)\}$ with $\alpha \neq \beta$, and $\psi=\mathrm{id}$, then $\varphi \sqsubseteq_{\text {ext }} \psi$ but $\varphi \nsubseteq \psi$ (there is no $\theta$ such that $\varphi \theta=\psi$ ). Hence, the above definition is more appropriate than $\sqsubseteq_{\text {ext }}$.

Here, like for unification, we can check that $\sqsubseteq_{\text {ext }} \subseteq \sqsubseteq$. Indeed, assume that $\varphi \sqsubseteq_{\text {ext }} \psi$. Let $V=\operatorname{dom}(\varphi) \cup \operatorname{dom}(\psi) \cup \operatorname{Var}(\varphi)$ where $\operatorname{Var}(\varphi)=\bigcup\{\operatorname{Var}(\alpha \varphi) \mid \alpha \in$ $\operatorname{dom}(\varphi)\}$. Then, let $T$ be a type such that $\operatorname{Var}(T)=V$ and, for all $\alpha \in V$, there is $\mathrm{A} \in \mathcal{S}$ and $p \in \operatorname{Pos}^{+}(T)$ such that $\left.T\right|_{p}=\mathrm{A}_{\alpha}$. To build such a type, we can proceed by induction as follows. Assume that we have to build a type $T_{n}$ with $n$ variables $\alpha_{1}, \ldots, \alpha_{n}$. Then, let $T_{1}=\mathrm{A}_{\alpha_{1}}$ and $T_{k+1}=\left(\mathrm{A}_{\alpha_{k+1}} \Rightarrow \mathrm{~A}\right) \Rightarrow T_{k}$, where A is any sort. Hence, there is $\theta$ such that $T \varphi \theta \leq_{\mathrm{A}}^{\infty} T \psi$. Because of the positivity condition, for all $\alpha \in V, \alpha \varphi \theta \leq_{A}^{\infty} \alpha \psi$. Now, one can easily check that $\left.\varphi \theta\right|_{V} \leq_{\mathrm{A}}^{\infty} \psi$, hence that $\varphi \sqsubseteq \psi$.

However, since $\leq_{A}^{\infty}$ is not symmetric, the converse only hold for the types $T$ such that, for all $\alpha \in \operatorname{dom}(\varphi) \cup \operatorname{dom}(\psi), \operatorname{Pos}(\alpha, T) \subseteq \operatorname{Pos}^{+}(T)$.

To define our algorithm for computing the most general type of a term (Figure 4), we make the following assumptions:

- every solvable subtyping problem $P$ has a most general solution $\operatorname{mgs}(P)$;
- there is an algorithm for deciding whether a subtyping problem is solvable and, if so, computing its most general solution.

Figure 4: Type inference algorithm

$$
\begin{gathered}
\text { (inf-lam) } \frac{\Gamma, x: U \vdash v \uparrow V}{\Gamma \vdash \lambda x^{U} v \uparrow U \Rightarrow V} \\
(\forall i) \Gamma \vdash t_{i} \uparrow U_{i} \\
(h, \vec{V} \Rightarrow V) \in \Gamma \cup \Theta \\
h<\mathcal{F} \vee\left(h \simeq \mathcal{F} \mathrm{f} \wedge|\vec{V}| \geq \mathrm{m}^{\mathrm{f}}\right) \\
\rho_{1}, \ldots, \rho_{n} \text { bijections }(n=|\vec{V}|) \\
(\forall i) \operatorname{Var}\left(U_{i} \rho_{i}\right) \cap \operatorname{Var}(\vec{V} \Rightarrow V)=\emptyset \\
(\forall i)(\forall j) i \neq j \Rightarrow \operatorname{Var}\left(U_{i} \rho_{i}\right) \cap \operatorname{Var}\left(U_{j} \rho_{j}\right)=\emptyset \\
(\text { inf-app }) \frac{\eta=\operatorname{mgs}\left(\left\{U_{1} \rho_{1} \leq ? V_{1}, \ldots, U_{n} \rho_{n} \leq ? V_{n}\right\}\right)}{\Gamma \vdash h \vec{t} \uparrow V \eta}
\end{gathered}
$$

We first check that our algorithm computes a valid type. To this end, first note that:

Lemma 12 If $\Gamma \vdash t: T$ then, for all $\theta, \Gamma \theta \vdash t \theta: T \theta$.
Proof. Straightforward induction using the fact that $\leq_{A}$ and thus $\leq_{A}^{\infty}$ and $\leq$ are stable by substitution.

In the following, we will assume that $\Gamma$ and $t$ contain no size variable. This may seem in contradiction with the fact that, in $\vdash_{\varphi}^{f}, \Gamma$ and $t$ will usually contain
size variables. But this only means that, when doing type inference, the size variables of $\Gamma$ and $t$ must be considered as constants.

Theorem 3 (Correctness wrt $\vdash$ ) If $\Gamma \vdash t \uparrow T$ and $\operatorname{Var}(\Gamma)=\operatorname{Var}(t)=\emptyset$, then $\Gamma \vdash t: T$.

Proof. By induction on $\Gamma \vdash t \uparrow T$. We only detail the case (inf-app) where $t=h \vec{t}$ and $T=V \eta$. By induction hypothesis, $\Gamma \vdash t_{i}: U_{i}$. By Lemma 12, $\Gamma \vdash t_{i}: U_{i} \rho_{i} \eta$ since $\operatorname{Var}(\Gamma)=\operatorname{Var}(t)=\emptyset$. Since $U_{i} \rho_{i} \eta \leq V_{i} \eta$, by (sub), $\Gamma \vdash t_{i}: V_{i} \eta$. Therefore, by (app), $\Gamma \vdash h \vec{t}: V \eta$.

We now prove that $\uparrow$ computes the most general type of $t$ in $\Gamma$ and thus is complete wrt $\vdash$ :

Theorem 4 (Completeness wrt $\vdash$ ) If $\Gamma \vdash t: T, \operatorname{Var}(\Gamma)=\operatorname{Var}(t)=\emptyset$ and every function symbol occurring in $t$ satisfies the monotony condition of Theorem 2, then there is $U$ such that $\Gamma \vdash t \uparrow U$ and $U \sqsubseteq T$.

Proof. We proceed by induction on $\Gamma \vdash t: T$. We only detail the case (app) when $h \in \mathcal{C} \cup \mathcal{F}$. By induction hypothesis, $\Gamma \vdash t_{i} \uparrow U_{i}$ and there is $\theta_{i}$ such that $U_{i} \theta_{i} \leq T_{i}=V_{i} \psi$. Wlog we can assume that $\operatorname{dom}\left(\theta_{i}\right) \subseteq \operatorname{Var}\left(U_{i}\right)$. Let now $\rho_{1}, \ldots, \rho_{n}$ satisfying the conditions of (inf-app), and $\xi=\{(\alpha, \alpha \psi) \mid \alpha \in$ $\operatorname{Var}(\vec{V} \Rightarrow V)\} \cup\left\{\left(\alpha, \alpha \rho_{i}^{-1} \theta_{i}\right) \mid \alpha \in \operatorname{Var}\left(U_{i} \rho_{i}\right), 1 \leq i \leq n\right\}$. Then, for all $i$, $U_{i} \rho_{i} \xi=U_{i} \theta_{i} \leq V_{i} \psi=V_{i} \xi$. Therefore, $P=\left\{U_{1} \rho_{1} \leq ? T_{1}, \ldots, U_{n} \rho_{n} \leq\right.$ ? $\left.T_{n}\right\}$ is solvable, $\eta=\operatorname{mgs}(P)$ exists and there is $\theta$ such that $\eta \theta \leq_{A}^{\infty} \xi$. Hence, by (inf-app), $\Gamma \vdash h \vec{t} \uparrow V \eta$. Since every function symbol occurring in $t$ satisfies the monotony condition, $V \eta \theta \leq V \xi=V \psi=T$. Therefore, $V \eta \sqsubseteq T$.

Next, we prove that, if the size algebra is monotone, then it is enough to check the decreasingness condition on some appropriate instance of the derivation of the most general type. To this end, we need to make the notion of derivation more precise:

Definition 15 (Derivation) Derivations of $\Gamma \vdash t: T$ are defined as follows:

- If, for all $i, \pi_{i}$ is a derivation of $\Gamma \vdash t_{i}: T_{i}$, written $\pi_{i} \triangleright \Gamma \vdash t_{i}: T_{i}$, and $(h, \vec{T} \Rightarrow T) \in \Gamma \cup \Theta \psi$, then $\mathrm{a}(\Gamma, h \vec{t}, \psi ; \vec{\pi})$ is the derivation of $\Gamma \vdash h \vec{t}: T$ whose last rule is (app).
- If $\pi \triangleright \Gamma, x: U \vdash v: V$, then $\mathrm{l}(\pi)$ is the derivation of $\Gamma \vdash \lambda x^{U} v: U \Rightarrow V$ whose last rule is (lam).
- If $\pi \triangleright \Gamma \vdash t: T$ and $T \leq T^{\prime}$, then $\mathrm{s}\left(\pi, T^{\prime}\right)$ is the derivation of $\Gamma \vdash t: T^{\prime}$ whose last rule is (sub).

Similarly, derivations of $\Gamma \vdash t \uparrow T$ are defined as follows:

- If $(h, \vec{V} \Rightarrow V) \in \Gamma \cup \Theta, \vec{\rho}$ are bijections satisfying the conditions of (infapp) and, for all $i, \pi_{i} \triangleright \Gamma \vdash t_{i} \uparrow U_{i}$, then $\mathrm{i}(\Gamma, h \vec{t}, \vec{\rho} ; \vec{\pi})$ is the derivation of $\Gamma \vdash h \vec{t} \uparrow V \eta$ whose last rule is (inf-app).
- If $\pi \triangleright \Gamma, x: U \vdash v \uparrow V$, then $\mathrm{l}(\pi)$ is the derivation of $\Gamma \vdash \lambda x^{U} v \uparrow U \Rightarrow V$ whose last rule is (inf-lam).

Given a derivation $\pi \triangleright \Gamma \vdash t: T$ and a substitution $\theta$, let $\pi \theta$ be the derivation of $\Gamma \theta \vdash t \theta: T \theta$ obtained by applying $\theta$ every where in $\pi$.

After the proof of Theorem 4, a derivation of $\pi \triangleright \Gamma \vdash t: T$ is transformed into a derivation $\pi \uparrow \triangleright \Gamma \vdash t \uparrow U$ for some type $U$ such that $\mathrm{a}(\Gamma, h \vec{t}, \psi ; \vec{\pi}) \uparrow=$ $\mathrm{i}(\Gamma, h \vec{t}, \vec{\rho} ; \vec{\pi} \uparrow)$ where $\vec{\rho}$ are some bijections satisfying the conditions of rule (infapp). Moreover, there is $\theta$ such that $U \theta \leq_{A}^{\infty} T$.

After the proof of Theorem 33, a derivation $\pi \triangleright \Gamma \vdash t \uparrow T$ is transformed into a derivation $|\pi| \triangleright \Gamma \vdash t: T$ such that $|\mathrm{i}(\Gamma, h \vec{t}, \vec{\rho} ; \vec{\pi})|=\mathrm{a}(\Gamma, h \vec{t}, \eta ; \vec{v})$ where $v_{i}=\mathrm{s}\left(\left|\pi_{i}\right| \rho_{i} \eta, V_{i} \eta\right)$.

We can now prove that the most general type is complete wrt the decreasingness condition:

Lemma 13 In a monotone algebra, if $\pi \triangleright \Gamma \vdash t: T, \pi \xi^{\prime} \triangleright \Gamma \vdash_{\varphi}^{\mathrm{f}} t: T \xi^{\prime}$ and $\xi \leq_{A}^{\infty} \xi^{\prime}$, then $\pi \xi \triangleright \Gamma \vdash_{\varphi}^{\mathrm{f}} t: T \xi$.

Proof. By induction on $\pi \triangleright \Gamma \vdash t: T$. We only detail the case (app) when $h \simeq_{\mathcal{F}} \mathrm{f}$. We have $t=h \vec{t},(h, \vec{V} \Rightarrow V) \in \Theta, T=V \psi, \pi=\mathrm{a}(\Gamma, t, \psi ; \vec{\pi})$, $\alpha^{h} \psi \xi^{\prime} \ll_{\mathrm{A}}^{h, \mathrm{f}} \alpha^{\mathrm{f}} \varphi$ and, for all $i, \pi_{i} \triangleright \Gamma \vdash t_{i}: V_{i} \psi$ and $\pi_{i} \xi^{\prime} \triangleright \Gamma \vdash_{\varphi}^{\mathrm{f}} t_{i}: V_{i} \psi \xi^{\prime}$. By induction hypothesis, $\pi_{i} \xi \triangleright \Gamma \vdash_{\varphi}^{\mathrm{f}} t_{i}: V_{i} \psi \xi$. Since $\xi \leq_{A}^{\infty} \xi^{\prime}$ and every function symbol is monotone in every argument, $\psi \xi \leq_{A}^{\infty} \psi \xi^{\prime}$. Since $\psi \xi^{\prime}<_{A}^{h, f} \varphi$, by assumption on $<_{A}^{h, f}$, we have $\psi \xi<_{A}^{h, f} \varphi$. Therefore, $\pi \xi \triangleright \Gamma \vdash_{\varphi}^{f} t: T \xi$.

Theorem 5 (Completeness wrt $\vdash_{\varphi}^{\mathrm{f}}$ ) In a monotone algebra, if $\pi \triangleright \Gamma \vdash_{\varphi}^{\mathrm{f}} t$ : $T, \operatorname{Var}(\Gamma)=\operatorname{Var}(t)=\emptyset, \pi \uparrow \triangleright \Gamma \vdash t \uparrow U$ and $U \theta \leq T$, then $\mathrm{s}(|\pi \uparrow| \theta, T) \triangleright \Gamma \vdash_{\varphi}^{f} t:$ $T$.

Proof. We proceed by induction on $\pi \triangleright \Gamma \vdash_{\varphi}^{f} t: T$. We only detail the case (app-decr) when $t=h \vec{t},(h, \vec{V} \Rightarrow V) \in \Theta, T=V \psi, \psi<_{A}^{h, f} \varphi$ and $U=V \eta$ where $\eta$ is given by the rule (inf-app). We have $\pi=\mathrm{a}(\Gamma, h \vec{t}, \psi ; \vec{\pi}), \pi \uparrow=\mathrm{i}(\Gamma, h \vec{t}, \vec{\rho} ; \vec{\pi} \uparrow)$, $|\pi \uparrow|=\mathrm{a}(\Gamma, h \vec{t}, \eta ; \vec{v})$ where $v_{i}=\mathrm{s}\left(\left|\pi_{i} \uparrow\right| \rho_{i} \eta, V_{i} \eta\right),|\pi \uparrow| \theta=\mathrm{a}(\Gamma, h \vec{t}, \eta \theta ; \vec{v} \theta)$ and, for all $i, \pi_{i} \triangleright \Gamma \vdash_{\varphi}^{\mathrm{f}} t_{i}: V_{i} \psi, \pi_{i} \uparrow \triangleright \Gamma \vdash t \uparrow U_{i}$ and $U_{i} \theta_{i} \leq V_{i} \psi$ for some $\theta_{i}$. By induction hypothesis, $\mathrm{s}\left(\left|\pi_{i} \uparrow\right| \theta_{i}, V_{i} \psi\right) \triangleright \Gamma \vdash_{\varphi}^{\mathrm{f}} t_{i}: V_{i} \psi$. In particular, $\left|\pi_{i} \uparrow\right| \theta_{i} \triangleright \Gamma \vdash_{\varphi}^{f} t_{i}: U_{i} \theta_{i}$, that is, $\left|\pi_{i} \uparrow\right| \rho_{i} \xi \triangleright \Gamma \vdash_{\varphi}^{f} t_{i}: U_{i} \rho_{i} \xi$, where $\xi$ is defined in the proof of Theorem 4 . Since $\eta \theta \leq_{\mathrm{A}}^{\infty} \xi$, by Lemma 13, $\left|\pi_{i} \uparrow\right| \rho_{i} \eta \theta \triangleright \Gamma \vdash_{\varphi}^{\mathrm{f}} t_{i}: U_{i} \rho_{i} \eta \theta$. Hence, $v_{i} \theta \triangleright \Gamma \vdash_{\varphi}^{\mathrm{f}} t_{i}: V_{i} \eta \theta$. Moreover, since $\vec{\alpha}^{h} \eta \theta \leq_{A}^{\infty} \vec{\alpha}^{h} \xi=\vec{\alpha}^{h} \psi$ and $\psi<_{A}^{h, \mathrm{f}} \varphi$, by assumption on $<^{h, \mathrm{f}}$, we have $\eta \theta<_{\mathrm{A}}^{h, \mathrm{f}} \varphi$. Therefore, $\mathrm{s}(|\pi \uparrow| \theta, T) \triangleright \Gamma \vdash_{\varphi}^{\mathrm{f}} t: T$.

We therefore get, for monotone algebra, the following complete procedure for deciding $\Gamma \vdash_{\varphi}^{\mathrm{f}} t: T$ :

1. Check whether there is $U$ such that $\Gamma \vdash t \uparrow U$, assuming that the size variables of $\Gamma$ and $t$ are constants. If it fails, then $t$ is not typable in $\Gamma$.
2. If it succeeds, then try to solve the problem $\{U \leq ? T\}$ assuming that the size variables of $T$ are constants. If it fails, then $\Gamma \vdash t: T$ does not hold.
3. If it succeeds, then let $\theta$ be the smallest solution of $\{U \leq$ ? $T\}$. Then, try to check whether $|\pi| \theta \triangleright \Gamma \vdash_{\varphi}^{\mathrm{f}} t: U \theta$, where $\pi$ is the (unique) derivation of $\Gamma \vdash t \uparrow U$. If it succeeds, then $\Gamma \vdash_{\varphi}^{\mathrm{f}} t: T$. Otherwise, $\Gamma \vdash_{\varphi}^{\mathrm{f}} t: T$ does not hold.

## 6 Reducing subtyping problems to size problems

In this section, we show how a subtyping problem can be reduced to solving constraints in $\mathrm{A} \cup\{\infty\}$. To this end, we first prove that the subtyping rules (refl) and (trans) are redundant, following a proof technique used for instance by Curien and Ghelli in CG92:

Theorem $6 T \leq U$ iff $T \leq_{\mathrm{a}} U$, where $\leq_{\mathrm{a}}$ is inductively defined by the rules (size) and (prod) only.

Proof. Let $\leq_{1}$ be the relation inductively defined by the same rules as $\leq$ except for (size) replaced by:

$$
\left(\text { size' }^{\prime}\right) \frac{\mathrm{A}_{b} \leq_{1} T \quad a \leq_{\mathrm{a}} b}{\mathrm{~A}_{a} \leq_{1} T}
$$

We can easily check that $\leq$ and $\leq_{1}$ are in fact the same relations:

- $\leq \subseteq \leq_{1}$. (size) is admissible in $\leq_{1}$. Indeed, $\mathrm{A}_{b} \leq \mathrm{A}_{b}$ by (refl) and $\mathrm{A}_{a} \leq \mathrm{A}_{b}$ by (size').
- $\leq_{1} \subseteq \leq$. We proceed by induction. In the case of (size'), we have $\mathrm{A}_{b} \leq T$ by induction hypothesis. By (size), $\mathrm{A}_{a} \leq \mathrm{A}_{b}$. Therefore, by (trans), $\mathrm{A}_{a} \leq T$.

Let $\leq_{2}$ be the relation inductively defined by the rules (refl), (size') and (prod). Clearly, $\leq_{2} \subseteq \leq_{1}$. We now prove that any deduction tree for $U \leq_{1} V$ can be transformed into a deduction tree for $U \leq_{2} V$. To this end, we define a transformation $\Xi$ on deduction trees for $\leq_{1}$ as follows.

Let $\pi$ be a deduction tree of $T \leq_{1} V$ ending by an application of (trans) from a deduction tree $\pi_{1}$ of $T \leq_{1} U$ and a deduction tree $\pi_{2}$ of $U \leq_{1} V$ :

$$
\frac{\frac{\pi_{1}}{T \leq_{1} U} \quad \frac{\pi_{2}}{U \leq_{1} V}}{T \leq_{1} V}(\text { trans })
$$

- If $\pi_{1}$ ends with (refl), then $T=U$ and $\Xi$ replaces $\pi$ by $\pi_{2}$ :

$$
\frac{\frac{\pi_{2}}{T \leq_{1} T}(\text { refl }) \quad \frac{\pi_{2}}{T \leq_{1} V}}{T \leq_{1} V}(\text { trans }) \quad \rightarrow_{\Xi} \quad \frac{\leq_{1} V}{T s^{2}}
$$

- Symmetrically, if $\pi_{2}$ ends with (refl), then $U=V$ and $T$ replaces $\pi$ by $\pi_{1}$ :

$$
\frac{\frac{\pi_{1}}{T \leq_{1} U} \quad \overline{U \leq_{1} U}(\text { refl })}{T \leq_{1} U}(\text { trans }) \quad \rightarrow_{\Xi} \quad \frac{\pi_{1}}{T \leq_{1} U}
$$

- If $\pi_{1}$ ends with (size'), then there are $a, b$ and $\pi_{0}$ such that $\pi_{0}$ is a deduction tree of $\mathrm{A}_{a} \leq U, a \leq{ }_{\mathrm{a}} b$ and $T=\mathrm{A}_{b}$. Then, $\Xi$ acts as follows:

$$
\begin{aligned}
& \frac{\frac{\pi_{0}}{\mathrm{~A}_{b} \leq_{1} U} \quad a \leq_{\mathrm{a}} b}{\mathrm{~A}_{a} \leq_{1} U}\left(\text { size' }^{\prime}\right) \quad \frac{\pi_{2}}{U \leq_{1} V} \\
& \mathrm{~A}_{a} \leq_{1} V \\
& \text { (trans) } \\
& \frac{\frac{\pi_{0}}{\mathrm{~A}_{b} \leq_{1} U} \frac{\pi_{2}}{U \leq_{1} V}}{\mathrm{~A}_{b} \leq_{1} V}(\text { trans }) \quad a \leq_{\mathrm{a}} b \\
& \mathrm{~A}_{a} \leq_{1} V(\text { size' })
\end{aligned}
$$

- If both $\pi_{1}$ and $\pi_{2}$ ends with (prod), then $\Xi$ acts as follows:

$$
\begin{aligned}
& \frac{\frac{\pi_{11}}{A^{\prime} \leq_{1} A} \frac{\pi_{12}}{B \leq_{1} B^{\prime}}(\text { prod })}{\frac{\frac{\pi_{21}}{A^{\prime \prime} \leq_{1} A^{\prime}}}{A^{\prime} \Rightarrow B^{\prime} \leq_{1} A^{\prime \prime} \leq_{1} B^{\prime \prime}} \text { (prod) }} \text { (trans) } \\
& \rightarrow_{\Xi} \frac{\frac{\pi_{21}}{A^{\prime \prime} \leq_{1} A^{\prime}} \frac{\pi_{11}}{A^{\prime} \leq_{1} A}(\text { trans }) \quad \frac{\frac{\pi_{12}}{B \leq_{1} B^{\prime}} \frac{\pi_{22}}{B^{\prime} \leq_{1} B^{\prime \prime}}}{B \leq_{1} B^{\prime \prime}}(\text { trans })}{} \frac{A^{\prime \prime} \leq_{1} A}{}(\text { prod })\left(B \leq_{1} A^{\prime \prime} \Rightarrow B^{\prime \prime} \quad\left(\begin{array}{ll}
\end{array}\right.\right.
\end{aligned}
$$

The transformation $\Xi$ can be more synthetically represented by a rewrite system on first-order closed terms representing deduction trees for $\leq_{1}$. Indeed, if $\pi$ represents a deduction tree for $\mathrm{A}_{b} \leq_{1} T$ and $a \leq_{\mathrm{a}} b$, then let $\mathrm{s}(\pi)$ represent the deduction tree of $\mathrm{A}_{a} \leq_{1} T$ made of $\pi$ followed by an application of (size'). Similarly, we can use $r$ for (refl), t for (trans), p for (prod). Hence, $\Xi$ consists in applying the following rewrite rules on the top of a term representing a deduction tree:

$$
\begin{aligned}
\mathrm{tr} \pi_{2} & \rightarrow \pi_{2} \\
\mathrm{t} \pi_{1} \mathrm{r} & \rightarrow \pi_{1} \\
\mathrm{t}\left(\mathrm{~s} \pi_{0}\right) \pi_{2} & \rightarrow \mathrm{~s}\left(\mathrm{t} \pi_{0} \pi_{2}\right) \\
\mathrm{t}\left(\mathrm{p} \pi_{11} \pi_{12}\right)\left(\mathrm{p} \pi_{21} \pi_{22}\right) & \rightarrow \mathrm{p}\left(\mathrm{t} \pi_{21} \pi_{11}\right)\left(\mathrm{t} \pi_{12} \pi_{22}\right)
\end{aligned}
$$

This rewrite system clearly terminates. Moreover, one can easily check that it is locally confluent (every critical pair is joinable) KB70. Therefore, it is confluent and every term $t$ has a unique normal form New42. Now, we can easily check that every normal closed term $t$ contains no $t$, by induction on $t$. Indeed, assume that $t=\mathrm{t} \pi_{1} \pi_{2}$ is a normal closed term. Since $t$ is closed, $\pi_{1}$ and $\pi_{2}$ must be headed by a symbol. By induction hypothesis, this cannot be t . Since $t$ is normal, $\pi_{1}$ cannot be headed by r or s . So, $\pi_{1}$ must be headed by p . Then, $\pi_{2}$ cannot be headed by r nor p . Therefore, $\pi_{2}$ must be headed by s. But these case is impossible since (size') cannot be applied to functional types.

So, $\leq_{1}$ and $\leq_{2}$ are equal and we are left to prove that $\leq_{2}$ is equal to $\leq_{a}$.
First note that $\leq{ }_{\mathrm{a}} \subseteq \leq_{2}$ since, as seen at the beginning, (size) can be replaced by (refl) followed by (size') respectively.

Now, $\leq_{2} \subseteq \leq_{\text {a }}$ since a deduction tree for $\leq_{2}$ not ending with an application of (prod) is necessarily of the form $\mathrm{s}^{n} \mathrm{r}$, and thus can be replaced by a single application of (size).

As a consequence, we can prove that a subtyping problem can be reduced to an equivalent size problem as follows:

Definition 16 (Size problem) A size problem is either $\perp$ or a finite set of size constraints, a size constraint being a pair of extended size expressions $(a, b)$, written $a \leq^{?} b$. It has a solution $\varphi: \mathrm{X} \rightarrow \mathrm{A} \cup\{\infty\}$ if $P \neq \perp$, $\operatorname{dom}(\varphi) \subseteq \operatorname{Var}(P)$ and, for all $a \leq^{?} b \in P, a \varphi \leq_{A}^{\infty} b \varphi$. Let $\operatorname{Sol}(P)\left(\right.$ resp. $\left.\operatorname{Sol}_{A}(P)\right)$ be the set of all the (resp. algebraic) solutions $\varphi: \mathrm{X} \rightarrow \mathrm{A} \cup\{\infty\}$ (resp. $\varphi: \mathrm{X} \rightarrow \mathrm{A}$ ) of $P$.

We define the size problem associated to a subtyping problem as follows:

- $|\emptyset|=\emptyset$,
- $|P \cup Q|=|P| \cup|Q|$ if $|P| \neq \perp$ and $|Q| \neq \perp$,
- $\left|\left\{\mathrm{A}_{a} \leq^{?} \mathrm{~A}_{b}\right\}\right|=\{a \leq$ ? $b\}$,
- $\left|\left\{U \Rightarrow V \leq ? U^{\prime} \Rightarrow V^{\prime}\right\}\right|=\left|\left\{U^{\prime} \leq^{?} U, V \leq ? V^{\prime}\right\}\right|$,
- $|P|=\perp$ otherwise.

Lemma $14 \operatorname{Sol}(P)=\operatorname{Sol}(|P|)$.
Proof. We proceed by induction on $P$. We only detail the case where $P=\left\{T \leq^{?} T^{\prime}\right\}:$

- Let $\varphi \in \operatorname{Sol}(P)$. Then, $T \varphi \leq_{\mathrm{a}} T^{\prime} \varphi$. If $T=\mathrm{A}_{a}$, then $T^{\prime}=\mathrm{A}_{b}$ and $a \varphi \leq_{\mathrm{a}} b \varphi$. Otherwise, $T=U \Rightarrow V, T^{\prime}=U^{\prime} \Rightarrow V^{\prime}, U^{\prime} \varphi \leq_{\mathrm{a}} U \varphi$ and $V \varphi \leq_{\mathrm{a}} V^{\prime} \varphi$. By induction hypothesis, $\varphi \in \operatorname{Sol}\left(\left|U^{\prime} \leq^{?} U\right|\right) \cap \operatorname{Sol}\left(\left|V \leq^{?} V^{\prime}\right|\right)$. So, in both cases, $\varphi \in \operatorname{Sol}\left(\left|T \leq ? T^{\prime}\right|\right)$.
- Let $\varphi \in \operatorname{Sol}(|P|)$. If $T=\mathrm{A}_{a}$, then $T^{\prime}=\mathrm{A}_{b}$ and $a \varphi \leq_{\mathrm{a}} b \varphi$. Otherwise, $T=U \Rightarrow V, T^{\prime}=U^{\prime} \Rightarrow V^{\prime}, \varphi \in \operatorname{Sol}\left(\left|U^{\prime} \leq^{?} U\right|\right) \cap \operatorname{Sol}\left(\left|V \leq^{?} V^{\prime}\right|\right)$. By induction hypothesis, $U^{\prime} \varphi \leq_{\mathrm{a}} U \varphi$ and $V \varphi \leq_{\mathrm{a}} V^{\prime} \varphi$. So, in both cases, $\varphi \in$ $\operatorname{Sol}\left(\left\{T \leq^{?} T^{\prime}\right\}\right)$.
To go further, we need to make more assumptions on the size algebra.

Figure 5: Ordering in the successor algebra

$$
\overline{a \leq_{\mathrm{A}} a} \frac{a<_{\mathrm{A}} b}{a \leq_{\mathrm{A}} b} \quad \overline{a<_{\mathrm{A}} \mathrm{~S} a} \quad \frac{a<_{\mathrm{A}} b \quad b<_{\mathrm{A}} c}{a<_{\mathrm{A}} c}
$$

## 7 Solving size problems in the successor algebra

In this section, we prove that, in the successor algebra, that is, in the algebra built from the symbol $s$ interpreted as the successor ordinal $(\mathfrak{h}$ is closed by successor) and an arbitrary number of nullary constants, the solvability of a size problem is decidable in polynomial time, and solvable size problems have a most general solution that can be computed in polynomial time too. Although this algebra may seem overly simple, it is already enough to subsume the termination criterion that is for instance used in the Coq proof assistant, as we have seen it in Section 4.3 .

Definition 17 (Successor algebra) The successor size algebra is given by the first-order term algebra $A$ built from an arbitrary set $F_{0}$ of nullary constants, the unary function symbol s interpreted in $\mathfrak{h}$ as the successor function and, for $\leq_{\mathrm{A}}$, the reflexive closure of the smallest strict ordering $<_{\mathrm{A}}$ such that, for all $a$, $a<_{\mathrm{A}} \mathrm{S} a$, which can alternatively be defined by the (semantically valid) rules of Figure 5. Given $k \in \mathbb{N}$, let $\mathbf{s}^{k}$ denote the $k$-th iterate of $\mathbf{s}$.

Note that $\leq_{A}$ is an ordering and not just a quasi-ordering. Moreover:
Lemma 15 - If $a<_{\mathrm{A}} b$, then there is $b^{\prime}$ such that $b=\mathrm{s} b^{\prime}$ and $a \leq_{\mathrm{A}} b^{\prime}$.

- If $\mathbf{s} a<_{\mathrm{A}} \mathrm{s} b$, then $a<_{\mathrm{A}} b$.
- Conversely, if $a<_{\mathrm{A}} b$, then $\mathrm{s} a<_{\mathrm{A}} \mathrm{s} b$, that is, A is a monotone algebra.

Proof.

- By induction on the derivation height of $a<_{A} b$. If $b=\mathbf{s} a$, then this is immediate. Otherwise, there is $c$ such that $a<_{\mathrm{A}} c$ and $c<_{\mathrm{A}} b$. By induction hypothesis, there is $b^{\prime}$ such that $b=\mathrm{s} b^{\prime}$ and $c \leq_{\mathrm{A}} b^{\prime}$. Therefore, $a \leq_{\mathrm{A}} b^{\prime}$.
- By induction on the derivation height of $\mathbf{s} a<_{\mathrm{A}} \mathrm{s} b$. If $b=\mathbf{s} a$, then this is immediate. Otherwise, there is $c$ such that $\mathbf{s} a<_{\mathrm{A}} c$ and $c<\mathbf{s} b$. Hence, there is $c^{\prime}$ such that $c=\mathbf{s} c^{\prime}$ and $\mathbf{s} a \leq_{\mathrm{A}} c^{\prime}$. By induction hypothesis, $c^{\prime}<_{\mathrm{A}} b$. Therefore, by transitivity, $a<\mathrm{s} a \leq_{\mathrm{A}} c^{\prime}<_{\mathrm{A}} b$.
- By induction on the derivation height of $a<_{A} b$. If $b=\mathbf{s} a$, then this is immediate. Otherwise, there is $c$ such that $a<_{A} c$ and $c<_{A} b$. By induction hypothesis, $\mathrm{s} a<_{\mathrm{A}} \mathrm{s} c$ and $\mathrm{s} c<_{\mathrm{A}} \mathrm{s} b$. Therefore, by transitivity, $\mathrm{a} a<_{\mathrm{A}} \mathrm{s} b$.

Note that these properties do not depend on the number of function symbols of A. Hence, they will be preserved if we add new symbols.

However, for the moment, since there is only one non-nullary symbol and this symbol is unary, every term of A is of the form $\mathrm{s}^{k} a$ with $a$ being either a variable $\alpha$ or a constant $\mathrm{c} \in \mathrm{F}_{0}$.

### 7.1 Satisfiability

If there were no nullary constant, a problem in $\mathrm{A} \cup\{\infty\}$ would be equivalent to a problem in the idempotent semi-ring $(\mathbb{Z} \cup\{ \pm \infty\}$, $\max ,+)$ for which there are well known resolution and optimization techniques ABG14.

To deal with constants, we will put it into a form the solvability of which can be reduced to the satisfiability of a conjunction of integer inequalities between variables and integers, the decidability of which is in turn equivalent to proving that there is no cycle of strictly positive weight in a directed labeled graph built from the set of the inequalities [Pra77]:

Definition 18 (Integer problem) Let an integer problem be (here) a set of constraints of the form $a+k \leq ? b$ with $k \in \mathbb{Z}$ and $a, b \in\{0\} \cup \mathrm{X}$. A function $\psi: \operatorname{Var}(P) \rightarrow \mathbb{N}$ is a solution of an integer problem $P$ if, for every constraint $a+k \leq ? b \in P$, one has $\psi(a)+k \leq \psi(b)$ where $\psi(0)=0$. Let $\operatorname{Sol}(P)$ be the set of all the solutions of $P$.

An integer problem $P$ can be represented by a directed graph $G(P)$ on $\{0\} \cup \operatorname{Var}(P)$ such that there is a labeled edge $a \xrightarrow{k} b$ in $G(P)$ iff $a+k \leq ? b$ is a constraint in $P$. Conversely, a finite directed graph $G$ on $\{0\} \cup \mathrm{X}$ with its edges labeled by integers corresponds to the integer problem $P(G)$ such $a+k \leq ? ~ b \in P(G)$ iff $a \xrightarrow{k} b \in G$.

The weight of a path $a_{1} \xrightarrow{k_{1}} \ldots \xrightarrow{k_{n}} a_{n+1}$ is $\sum_{i=1}^{n} k_{i}$. A cycle (i.e. when $a_{n+1}=a_{1}$ ) is increasing if its weight is $>0$. A problem $P$ is increasing if $G(P)$ has an increasing cycle.

Following Pratt Pra77, an integer problem $P$ is satisfiable iff $P$ is not increasing. That a problem is increasing can be decided in polynomial time "e.g., by forming the max/ + transitive closure of the graph and searching for a self-edge with a positive label".

Now, our "solved" form will be obtained by normalizing the problem wrt a terminating set of rules of different kinds:

1. Since $\mathrm{s} a \leq \mathrm{s} b$ iff $a \leq b$, a constraint of the form $\mathrm{s} a \leq$ ? $\mathrm{s} b$ can always be replaced by the simpler constraint $a \leq$ ? $b$ without changing the set of solutions.
2. Some constraints are true whatever the instantiation of their variables is (e.g. $a \leq ? \infty)$ and can thus be removed without changing the set of solutions. We will however keep some constraints of this form for preserving the set of variables of the problem.
3. Conversely, some constraints are always false (e.g. $\infty \leq$ ? c). In this case, the problem can be replaced by $\perp$ without changing the set of solutions (which is empty).
4. If there is a constraint of the form $\infty \leq$ ? $\alpha$ then, for any solution $\varphi, \alpha \varphi=\infty$. This means that $\alpha$ can be replaced by $\infty$ in all the other constraints without changing the set of solutions. But this may also happen for more complex reasons. Take for instance the problem $P=\{\mathbf{s} \alpha \leq$ ? $\beta, \beta \leq \alpha\}$. There is no $\infty$ symbol occurring in it but one can easily see that both $\alpha$ and $\beta$ must be set to $\infty$ for $P$ to be satisfiable. For detecting these situations, we can again use Pratt's graph:

Definition 19 (Linear problem) A constraint is linear if it is of the form $\mathbf{s}^{k} \alpha \leq ? \beta$ or $\alpha \leq^{?} \mathbf{s}^{k} \beta$ with $\alpha \neq \beta$. A problem is linear if it only contains linear constraints. Given a linear problem $P$ and (for technical reasons) an injection $\mathrm{x}: \mathrm{X} \rightarrow \mathrm{X}$, let the integer problem $I(P)=\left\{k+\mathrm{x}_{\alpha} \leq ?{ }^{?} l+\mathrm{x}_{\beta} \mid \mathrm{s}^{k} \alpha \leq{ }^{?} \mathrm{~s}^{l} \beta \in P\right\}$. A linear problem $P$ is non-increasing if $I(P)$ is non-increasing.

We will see that, given a linear problem $P$, if $G(I(P))$ is an increasing cycle, then every variable of $P$ must be set to $\infty$.
5. Finally, if there is a constraint of the form $\alpha \leq^{?} s^{l} c$ then, for any solution $\varphi$, $\alpha \varphi$ is of the form $\mathrm{s}^{k} \mathrm{c}$ with $k \leq l$. This means that $\alpha$ can be replaced by $\mathrm{s}^{k} \mathrm{c}$ in all the other constraints without changing the set of solutions. However, we cannot know in advance what should be the value of $k$. To get around this issue, we consider a richer size algebra in which $\mathrm{s}^{X} \mathrm{c}$, where $X$ is a variable, is a valid size expression; replace $\alpha$ by $\mathbf{s}^{X} \mathrm{c}$ in all the other constraints; and add a constraint of a new kind, namely $X \leq l$.

Definition 20 (Successor-iterator algebra) Let $B$ be the following multisorted size algebra:

- sorts: 0 interpreted by $\mathfrak{h}$, and $N$ interpreted by $\omega \leq \mathfrak{h}$;
- variables: every variable is given a sort;
- symbols: $0: \mathrm{N}$ interpreted by $0, \mathrm{~s}: \mathrm{N} \rightarrow \mathrm{N}$ and $\mathrm{s}: \mathrm{O} \rightarrow \mathrm{O}$ (we use overloading) both interpreted by the successor function, $\mathrm{c}: \mathrm{O}$ for every $\mathrm{c} \in \mathrm{F}_{0}, \mathrm{~s}: \mathrm{N} \rightarrow$ $0 \rightarrow 0$ interpreted by the iterator of the successor function, that is, $(\mathbf{s} a b) \mu=$ $s^{a \mu}(b \mu)$ where $s$ is the successor function.
- quasi-ordering: let $\leq_{B}=<_{A} \cup \simeq_{B}$ where $\simeq_{B}$ is the smallest congruence defined by the following semantically valid equations:

$$
\begin{array}{rll}
\mathbf{s}^{0} y & \simeq_{\mathrm{B}} & y \\
\mathbf{s}^{\mathbf{s} x} y & \simeq_{\mathrm{B}} & \mathbf{s}\left(\mathbf{s}^{x} y\right) \\
\mathbf{s}^{x}(\mathbf{s} y) & \simeq_{\mathrm{B}} & \mathbf{s}\left(\mathbf{s}^{x} y\right)
\end{array}
$$

Let $\operatorname{Var}_{s}(a)$ be the variables of sort $s$ occurring in $a$.

In a multi-sorted algebra, substitutions map a variable of sort $s$ to a term of sort $s$, and constraints are pairs of terms of the same sort.

Closed terms of sort N are isomorphic to natural numbers. Hence, in the following, we will identity $\mathrm{s}^{k} 0$ where $k \in \mathbb{N}$ with $k$ itself, use the letters $k$ and $l$ (resp. $e$ and $f$ ) to denote closed (resp. arbitrary) expressions of sort N , and denote $\mathrm{s}^{k} \alpha$ by $k+\alpha$.

As one can easily check, when oriented from left to right, the equations defining $\simeq_{B}$ form a confluent and terminating rewrite system, and that two equivalent terms have the same normal form. In the following, we will always assume that terms are put in normal form, and use $\leq_{A}^{\infty}$ instead of $\leq_{B}^{\infty}$. One can easily check that any normalized term is of the form $\mathrm{s}^{k} \mathbf{s}^{\alpha_{1}} \mathbf{s}^{\alpha_{n}} a$ with $a \in \mathrm{X} \cup \mathrm{F}_{0}$. However, since we start from terms in A and only substitute terms of the form $\mathbf{s}^{\alpha} \mathbf{c}$, we will only have terms of the form $\mathrm{s}^{k} \alpha$ or $\mathbf{s}^{e} \mathbf{c}$.

As explained above, to decide whether a size problem $P$ in $\mathrm{A} \cup\{\infty\}$ is solvable, we are going to transform it into an equivalent size problem $Q$ in $\mathrm{B} \cup\{\infty\}$, assuming that all the variables of $P$ are of sort 0 . But for the two problems to have the same solutions, we need to restrict the notion of solution for problems in $B \cup\{\infty\}$ :

Definition 21 A size problem $P$ in $\mathrm{B} \cup\{\infty\}$ has a solution $\varphi: \mathrm{X} \rightarrow \mathrm{A} \cup\{\infty\}$ if $P \neq \perp, \operatorname{dom}(\varphi) \subseteq \operatorname{Var}(P), \varphi$ maps every variable of sort N to a closed term of sort N and, for every constraint $a \leq ? b \in P, a \varphi \leq_{A}^{\infty} b \varphi$. A solution $\varphi$ is algebraic if $\varphi: \mathrm{X} \rightarrow \mathrm{A}$. Let $\operatorname{Sol}(P)\left(\right.$ resp. $\left.\operatorname{Sol}_{\mathrm{A}}(P)\right)$ be the set of all the (resp. algebraic) solutions of $P$. Given a substitution $\varphi$ and a set $V$ of variables, let $\left.\varphi\right|_{V}=\{(\alpha, \alpha \varphi) \mid \alpha \in V\}$.

The symbol $\infty$ will be considered as a symbol of sort 0 . Hence, there will be no constraint of the form $\infty \leq$ ? $\alpha$ with $\alpha$ a variable of sort $N$. This means that an expression $e$ will always be interpreted by a natural number and that $e \varphi \leq_{A}^{\infty} f \varphi$ iff $e \varphi \leq_{\mathbb{N}} f \varphi$.

For technical reasons, we assume given an injection $\mathrm{x}: \mathrm{X} \rightarrow \mathrm{X}$ mapping every variable of sort 0 to a variable of sort N .

A problem $P$ can then be split in 5 disjoint subsets as follows:

1. $P_{0}$ the set of constraints $\alpha \leq^{?} \infty \in P$ such that $\alpha \notin \operatorname{Var}(P-\{\alpha \leq ? \infty\})$;
2. $P_{1}$ the set of constraints $\infty \leq$ ? $\alpha \in P$ such that $\alpha \notin \operatorname{Var}(P-\{\infty \leq ? \alpha\})$;
3. $P_{2}$ the set of constraints $\alpha \leq$ ? $\mathbf{s}^{\mathrm{x}_{\alpha}} \mathrm{c} \in P$ or $\mathrm{s}^{\mathrm{x}_{\alpha}} \mathrm{c} \leq$ ? $\alpha \in P$ such that $\alpha \notin$ $\operatorname{Var}\left(P-\left\{\alpha \leq ? \mathbf{s}^{\mathrm{x}_{\alpha}} \mathbf{c}, \mathrm{s}^{\mathrm{x}_{\alpha}} \mathbf{c} \leq ?\right.\right.$
4. $P_{3}$ the set of constraints $e \leq^{?} f \in P$ with $\operatorname{Var}\left(e \leq^{?} f\right) \subseteq\left\{\mathrm{x}_{\alpha} \mid \alpha \in \operatorname{Var}\left(P_{2}\right)\right\}$;
5. $P_{4}$ the remaining constraints.

Note that $P_{0}, P_{1}, P_{2}$ and $P_{3} \cup P_{4}$ have disjoint sets of variables. In the following, given $\varphi \in \operatorname{Sol}(P)$, let $\varphi_{i}=\left.\varphi\right|_{\operatorname{Var}\left(P_{i}\right)}$ and $\varphi_{3,4}=\varphi_{3} \cup \varphi_{4}$.

Applying the rules of Figure 6 (modulo $\simeq_{B}$ ) until none is applicable will transform $P$ into an equivalent problem $Q$ such that either $Q=\perp$ and thus

Figure 6: Rules for deciding the satisfiability problem in the successor algebra

$$
\begin{array}{rll}
P \uplus\{\mathbf{s} a \leq ? \mathbf{s} b\} & \rightarrow_{1} & P \cup\{a \leq ? b\} \\
P \uplus\left\{\mathbf{s}^{e} \mathbf{c} \leq^{?} \mathbf{s}^{f} \mathbf{c}\right\} & \rightarrow_{2} & P \cup\{e \leq ? f\} \\
P \uplus\left\{\infty \leq \mathbf{s}^{1+e} \alpha\right\} & \rightarrow_{3} & P \cup\{\infty \leq ? \alpha\} \\
P \uplus\{a \leq ? \infty\} & \rightarrow_{4} & P \cup\{\alpha \leq ? \infty \mid \alpha \in \operatorname{Var}(a)-\operatorname{Var}(P)\} \\
& & \text { if } a \notin \mathbf{X} \vee a \in \operatorname{Var}(P) \\
P \uplus\left\{a \leq ? \mathbf{s}^{e} a\right\} & \rightarrow_{5} & P \cup\{\alpha \leq ? \infty \mid \alpha \in \operatorname{Var}(a)-\operatorname{Var}(P)\} \\
P \uplus\left\{\infty \leq^{?} \mathbf{s}^{e} \mathbf{c}\right\} & \rightarrow_{6} & \perp \\
P \uplus\left\{\mathbf{s}^{1+e} \alpha \leq^{?} \mathbf{c}\right\} & \rightarrow_{7} & \perp \\
P \uplus\left\{\mathbf{s}^{e} \mathbf{c} \leq^{?} \mathbf{s}^{f} \mathbf{d}\right\} & \rightarrow_{8} & \perp \text { if } \mathbf{c} \neq \mathrm{d} \\
P \uplus Q & \rightarrow_{9} & \perp \text { if } \operatorname{Var}_{0}(Q)=\emptyset \operatorname{and} \operatorname{Sol}(Q)=\emptyset \\
P \uplus\{\infty \leq ? \alpha\} & \rightarrow_{10} & P\{(\alpha, \infty)\} \cup\{\infty \leq ? \alpha\} \text { if } \alpha \in \operatorname{Var}(P) \\
P \uplus\left\{\mathbf{s}^{1+e} \alpha \leq ? \alpha\right\} & \rightarrow_{11} & P\{(\alpha, \infty)\} \cup\{\infty \leq ? \alpha\} \\
P \uplus Q & \rightarrow_{12} & P\{(\alpha, \infty) \mid \alpha \in \operatorname{Var}(Q)\} \\
& & \cup\{\infty \leq ? \alpha \mid \alpha \in \operatorname{Var}(Q)\} \\
& & \text { if } G(I(Q)) \text { is an increasing cycle } \\
P \uplus\left\{\mathbf{s}^{k} \alpha \leq^{?} \mathbf{s}^{e} \mathbf{c}\right\} & \rightarrow_{13} & P\left\{\left(\alpha, \mathbf{s}^{\mathbf{x}_{\alpha}} \mathbf{c}\right)\right\} \\
& & \cup\left\{\alpha \leq ? \mathbf{s}^{\mathbf{x}_{\alpha}} \mathbf{c}, \mathbf{s}^{\mathbf{x}_{\alpha}} \mathbf{c} \leq ? \alpha, k+\mathrm{x}_{\alpha} \leq ? e\right\} \\
& \text { if }(k, e) \neq\left(0, \mathrm{x}_{\alpha}\right)
\end{array}
$$

$P$ is unsatisfiable, or $Q \neq \perp$ and $P$ is satisfiable. Note that Figure 6 actually describes an infinite set of rules since $a$ and $b$ stand for arbitrary size expressions, $e$ and $f$ for arbitrary size expressions of sort $\mathrm{N}, \alpha$ for an arbitrary size variable, c and d for arbitrary constants, and $P \uplus Q$ for an arbitrary set with two disjoint parts, $P$ and $Q$.

Lemma 16 (Termination) The rewrite relation generated by the rules of Figure 6 is terminating.

Proof. For termination, one can easily check that, if $R \rightarrow R^{\prime}$, then $\|R\|>_{\text {lex }}$ $\left\|R^{\prime}\right\|$ where $\|R\|$ is the tuple $\left(\operatorname{card}\left(R_{4}^{b}\right),|R|\right)$ made of the number of constraints in $R_{4}$ not of the form $a \leq$ ? $\infty$ and the number of symbols in $R$. No rule increases $\operatorname{card}\left(R_{4}^{b}\right)$ and all of them except perhaps 1 and 10 make $\operatorname{card}\left(R_{4}^{b}\right)$ strictly decrease, and the rules 1 and 10 make $|R|$ strictly decrease.

Lemma 17 (Preservation of variables) If $R \rightarrow R^{\prime}$, then $\operatorname{Var}(R) \subseteq \operatorname{Var}\left(R^{\prime}\right)$.
Lemma 18 (Correctness) The rewrite relation generated by the rules of Figure 6 is correct: if $R \rightarrow R^{\prime}$ and $\varphi \in \operatorname{Sol}\left(R^{\prime}\right)$, then $\left.\varphi\right|_{\operatorname{Var}(R)} \in \operatorname{Sol}(R)$, that is, $\left\{\left.\varphi\right|_{\operatorname{Var}(R)} \mid \varphi \in \operatorname{Sol}\left(R^{\prime}\right)\right\} \subseteq \operatorname{Sol}(R)$.

Proof.

1. We have $a \varphi \leq_{A}^{\infty} b \varphi$. There are two cases:
$-b \varphi=\infty$. If $b=\infty$, then $\mathrm{s} a \leq$ ? $\mathrm{s} b$ is not a well-formed constraint. So, there are $f$ and $\beta$ such that $b=\mathbf{s}^{f} \beta$ and $\beta \varphi=\infty$. Therefore, $(\mathrm{s} b) \varphi=\infty$ and $(\mathrm{s} a) \varphi \leq_{\mathrm{A}}^{\infty}(\mathrm{s} b) \varphi$.
$-a \varphi \leq_{\mathrm{B}} b \varphi$. Then, $(\mathrm{s} a) \varphi=\mathrm{s}(a \varphi) \leq_{\mathrm{B}} \mathrm{s}(b \varphi)=(\mathrm{s} b) \varphi$ and thus $(\mathrm{s} a) \varphi \leq_{\mathrm{A}}^{\infty}$ $(\mathrm{s} b) \varphi$.
2. We have $e \varphi \leq_{\mathbb{N}} f \varphi$. Therefore, $\left(\mathbf{s}^{e} \mathbf{c}\right) \varphi=\mathbf{s}^{e \varphi} \mathbf{c} \leq_{A} \mathbf{s}^{f \varphi} \mathbf{c}$ and thus $(\mathbf{s} a) \varphi \leq_{A}^{\infty}$ $(\mathrm{s} b) \varphi$.

3-12. Immediate.
13. We have $\alpha \varphi \leq_{A}^{\infty} \mathrm{s}^{\mathrm{x}_{\alpha} \varphi} \mathrm{c}, \mathrm{s}^{\mathrm{x}_{\alpha} \varphi} \mathrm{c} \leq_{\mathrm{A}}^{\infty} \alpha \varphi$ and $k+\mathrm{x}_{\alpha} \varphi \leq_{\mathbb{N}} e \varphi$. Since $\mathrm{s}^{\mathrm{x}_{\alpha} \varphi} \mathrm{c} \neq$ $\infty, \alpha \varphi \leq_{\mathrm{B}} \mathrm{s}^{\mathrm{x}_{\alpha} \varphi} \mathrm{C}$ and $\mathrm{s}^{\mathrm{x}_{\alpha} \varphi} \mathrm{C} \leq_{\mathrm{B}} \alpha \varphi$. Therefore, $\left(\mathrm{s}^{k} \alpha\right) \varphi \simeq_{\mathrm{B}} \mathrm{s}^{k+\mathrm{x}_{\alpha} \varphi} \mathrm{C} \leq_{\mathrm{B}}$ $\mathbf{s}^{e \varphi} \mathrm{c}=\left(\mathbf{s}^{e} \mathbf{c}\right) \varphi$. Now, given $a \leq^{?} b \in P$, we have $a \psi \varphi \leq_{\mathrm{A}}^{\infty} b \psi \varphi$ where $\psi=\left\{\left(\alpha, \mathrm{s}^{\mathrm{x}_{\alpha}} \mathrm{c}\right)\right\}$. But $\psi \varphi \simeq_{\mathrm{B}} \varphi$. Therefore, $a \varphi \leq_{\mathrm{A}}^{\infty} b \varphi$.

Lemma 19 (Completeness) The rewrite relation generated by the rules of Figure 6 is complete: if $R \rightarrow R^{\prime}$ and $\psi \in \operatorname{Sol}(R)$, then there is $\varphi \in \operatorname{Sol}\left(R^{\prime}\right)$ such that $\left.\varphi\right|_{\operatorname{Var}(R)}=\psi$, that is, $\operatorname{Sol}(R) \subseteq\left\{\left.\varphi\right|_{\operatorname{Var}(R)} \mid \varphi \in \operatorname{Sol}\left(R^{\prime}\right)\right\}$.

Proof.

1. We have $(\mathrm{s} a) \varphi \leq_{\mathrm{A}}^{\infty}(\mathrm{s} b) \varphi$. If $(\mathrm{s} b) \varphi=\infty$, then $b \varphi=\infty$ and $a \varphi \leq_{\mathrm{A}}^{\infty} b \varphi$. Otherwise, $(\mathrm{s} a) \varphi \leq_{\mathrm{B}}(\mathrm{s} b) \varphi, a \varphi \leq_{\mathrm{B}} b \varphi$ and thus $a \varphi \leq_{\mathrm{A}}^{\infty} b \varphi$.
2. We have $\left(\mathbf{s}^{e} \mathbf{c}\right) \varphi=\mathbf{s}^{e \varphi} \mathbf{c} \leq_{A}^{\infty}\left(\mathbf{s}^{f} \mathbf{c}\right) \varphi=\mathbf{s}^{f \varphi} \mathbf{c}$. Hence, $\mathbf{s}^{e \varphi} \mathbf{c} \leq_{\mathrm{B}} \mathrm{s}^{f \varphi} \mathrm{c}$ and $e \varphi \leq_{\mathbb{N}} f \varphi$.
$3-11$. Immediate.
3. We first prove that, if $\alpha_{1} \xrightarrow{k_{1}} \ldots \xrightarrow{k_{n}} \alpha_{n+1}$ is a path in $G(Q), \varphi \in \operatorname{Sol}(Q)$ and $\sum_{i=1}^{n} k_{i} \geq 0$ (resp. $\sum_{i=1}^{n} k_{i}<0$ ), then $\mathrm{s}^{\Sigma_{i=1}^{n} k_{i}} \alpha_{1} \varphi \leq_{\mathrm{A}} \alpha_{n+1} \varphi$ (resp. $\alpha_{1} \varphi \leq_{\mathrm{A}}$ $\mathrm{s}^{-\bar{\Sigma}_{i=1}^{n} k_{i}} \alpha_{n+1} \varphi$ ), by induction on $n$. If $n=1$, this is immediate. We now prove it for $n+1$ assuming it for $n$. Let $k=\sum_{i=1}^{n} k_{i}$.

- Case $k \geq 0$. Then, $\mathrm{s}^{k} \alpha_{1} \varphi \leq_{\mathrm{A}} \alpha_{n+1} \varphi$.
$*$ Case $k_{n+1} \geq 0$. Then, $\mathrm{s}^{k_{n+1}} \alpha_{n+1} \varphi \leq_{\mathrm{A}} \alpha_{n+2} \varphi$.
. Case $k+k_{n+1} \geq 0$. By monotony and transitivity, $\mathrm{s}^{k+k_{n+1}} \alpha_{1} \varphi \leq_{\mathrm{A}}$ $\alpha_{n+2} \varphi$.
- Case $k+k_{n+1}<0$. Impossible.
* Case $k_{n+1}<0$. Then, $\alpha_{n+1} \varphi \leq_{\mathrm{A}} \mathrm{s}^{-k_{n+1}} \alpha_{n+2} \varphi$ and, by transitivity, $\mathrm{s}^{k} \alpha_{1} \varphi \leq_{\mathrm{A}} \mathrm{s}^{-k_{n+1}} \alpha_{n+2} \varphi$.
- Case $k+k_{n+1} \geq 0$. Since $k_{n+1} \leq k, \mathrm{~s}^{k+k_{n+1}} \alpha_{1} \varphi \leq_{\mathrm{A}} \alpha_{n+2} \varphi$.
- Case $k+k_{n+1}<0$. Since $k<-k_{n+1}, \alpha_{1} \varphi \leq_{\mathrm{A}} \mathrm{S}^{-k-k_{n+1}} \alpha_{n+2} \varphi$.
- Case $k<0$. Symmetric to previous case.

Now, if $\alpha_{n+1}=\alpha_{1}$ and $k>0$, then $\mathbf{s}^{k} \alpha_{1} \varphi \leq_{\mathrm{A}} \alpha_{1} \varphi$. Therefore, $\alpha \varphi=\infty$ for every $\alpha \in \operatorname{Var}(Q)$.
13. We have $\mathbf{s}^{k} \alpha \varphi \leq_{A}^{\infty} \mathbf{s}^{e \varphi} \mathrm{c}$. Hence, there is $l$ such that $\alpha \varphi=\mathbf{s}^{l} \mathrm{c}$ and $k+l \leq_{\mathbb{N}}$ $e \varphi$. Therefore, $\varphi^{\prime}=\left.\varphi\right|_{\operatorname{Var}(R)} \cup\left\{\left(\mathrm{x}_{\alpha}, l\right)\right\} \in \operatorname{Sol}\left(R^{\prime}\right)$.

Combining correctness and completeness, we get that, if $R \rightarrow R^{\prime}$ then $\operatorname{Sol}(R)=\left\{\varphi|\operatorname{Var}(R)| \varphi \in \operatorname{Sol}\left(R^{\prime}\right)\right\}$.

Lemma 20 Let $P$ be a problem in $\mathrm{A} \cup\{\infty\}$ and $Q$ a normal form of $P$. If $Q \neq \perp$, then $Q_{4}$ is the disjoint union of:

- a linear and non-increasing set of constraints, and
- a set of constraints of the form $s^{e} c \leq^{?} s^{k} \alpha$.

Proof. Since $P$ has no iterator and iterators can only be introduced by rule 13, every sub-expression of $Q$ that is headed by an iterator is of the form $\mathrm{s}^{\mathrm{x}_{\alpha}} \mathrm{c}$. Hence, an expression of $Q$ is either $\infty$ or of the form $\mathrm{s}^{k} \alpha, \mathrm{~s}^{k} \mathrm{c}$ or $\mathrm{s}^{k+\mathrm{x}_{\alpha}} \mathrm{c}$. $Q_{4}$ cannot contain a constraint of the form:

- $a \leq$ ? $\infty$ because of the rule 4 ;
- $\infty \leq^{?} b$ because of the rules $3,4,6$ and 10 ;
- $s^{k} \alpha \leq{ }^{?} s^{e} c$ because of the rules 7 and 13 ;
- $\mathrm{s}^{e} \mathrm{c} \leq{ }^{?} \mathrm{~s}^{f} \mathrm{~d}$ because of the rules $2,5,8$ and 9 ;
- $s^{k} \alpha \leq$ ? $s^{l} \alpha$ because of the rules 5 and 11 .

Therefore, a constraint of $Q_{4}$ can only be either of the form $\mathbf{s}^{k} \alpha \leq{ }^{l} \mathbf{s}^{l} \beta$ with $k l=0$ (because of rule 1), that is, a linear constraint, or of the form $\mathrm{s}^{k} \mathrm{c} \leq^{?} \mathrm{~s}^{l} \beta$ or $\mathrm{s}^{k+\mathrm{x}_{\alpha}} \mathrm{c} \leq{ }^{?} \mathrm{~s}^{l} \beta$ with $k l=0$ in both cases (because of rule 1 ). Moreover, the set of linear constraints must be non-increasing because of rule 12 .

Note that linear constraints and constraints of the form $s^{e} c \leq^{?} s^{k} \alpha$ are always satisfiable by setting their variables to $\infty$. Therefore, we can conclude:

Theorem 7 (Satisfiability) The satisfiability of a size problem in the successor algebra is decidable in polynomial time wrt the number of symbols.

Proof. To decide the satisfiability of a problem $P$, we can proceed as follows.
First, we apply the rules of Figure 6 as long as possible. Whether a rule can be applied is decidable. Indeed, the satisfiability of a set of constraints of the form $e \leq ? f$ (for firing rule 9) is decidable in polynomial time Pra77 since, if $\operatorname{Var}_{0}(Q)=\emptyset$, then $\operatorname{Sol}(Q)=\operatorname{Sol}(I(Q))$. Whether a linear problem has an increasing cycle (for rule 12) is decidable by the same algorithm. Indeed, either there is an increasing cycle and no bounded solution exists, or there is
no increasing cycle and the problem is satisfiable. Hence, as the rewrite system terminates, we must end on a normal form $Q$.

Now, if $Q=\perp$, then $P$ is unsatisfiable, by completeness of the rewrite system. Otherwise, $Q_{3}$ is satisfiable by rule 10 . So, let $\varphi \in \operatorname{Sol}\left(Q_{3}\right)$. Then, as one can easily check, $\varphi \cup\left\{(\alpha, \infty) \mid \alpha \in \operatorname{Var}\left(Q_{1}\right) \cup \operatorname{Var}\left(Q_{4}\right)\right\} \cup\left\{\left(\alpha, \mathrm{s}^{\mathrm{x}_{\alpha} \varphi} \mathrm{c}\right) \mid \alpha \leq\right.$ ? $\left.\mathrm{s}^{\mathrm{x}_{\alpha}} \mathrm{c} \in Q_{2}\right\} \in \operatorname{Sol}(Q)$. Therefore, $P$ is satisfiable by completeness of the rewrite system.

Note that rule 10 needs to be applied at most once at the end. Hence, the number of rewrite steps to compute $Q$ is linear. Now, deciding whether a rule can be applied can be done in polynomial time, and the application of a substitution on a problem too. Therefore, the computation of $Q$ can be done in polynomial time.

Our procedure is very close to the one described in BGP05 where, as many works on type inference, the authors consider constrained types. But they do not bring out the properties of the size algebra and, in particular that, in the successor algebra, satisfiable sets of constraints have a most general solution.

### 7.2 Computing the most general solution

We now turn to the problem of whether a satisfiable problem has a most general solution and, if so, how to compute it.

First note that a substitution $\varphi: \mathrm{X} \rightarrow \mathrm{A} \cup\{\infty\}$ uniquely determines two functions $\varphi_{\mathrm{N}}: \mathrm{X} \rightarrow \mathbb{N}$ and $\varphi_{\mathrm{X}}: \mathrm{X} \rightarrow \mathrm{X} \cup \mathrm{F}_{0} \cup\{\infty\}$ such that, for all $\alpha, \alpha \varphi=$ $\mathrm{s}^{\alpha \varphi_{\mathrm{N}}} \alpha \varphi_{\mathrm{X}}$, and $\alpha \varphi_{\mathrm{N}}=0$ whenever $\alpha \varphi_{\mathrm{X}}=\infty$.

Hence, $\sqsubseteq$ is equivalent to the following simpler relation:
Lemma $21 \varphi \sqsubseteq \psi$ iff there is $\rho: \mathrm{X} \rightarrow \mathrm{X} \cup \mathrm{F}_{0} \cup\{\infty\}$ such that $\varphi \rho \leq_{\mathrm{A}}^{\infty} \psi$.
Proof. Assume that there is $\theta$ such that $\varphi \theta \leq_{\mathrm{A}}^{\infty} \psi$. Let $\rho=\left.\theta_{\mathrm{x}}\right|_{\operatorname{Var}\left(\varphi_{\mathrm{x}}\right)}$, where $\operatorname{Var}\left(\varphi_{\mathrm{X}}\right)=\bigcup\left\{\operatorname{Var}\left(\alpha \varphi_{\mathrm{X}}\right) \mid \alpha \in \operatorname{dom}\left(\varphi_{\mathrm{X}}\right)\right\}$. Then, one can easily check that $\varphi \rho \leq_{\mathrm{A}}^{\infty} \psi$. If $\alpha \varphi_{\mathrm{X}} \notin \mathrm{X}$, then $\alpha \varphi \rho=\alpha \varphi \theta \leq_{\mathrm{A}}^{\infty} \alpha \psi$. Otherwise, $\alpha \varphi \rho=$ $\mathrm{s}^{\alpha \varphi_{\mathrm{N}}} \alpha \varphi_{\mathrm{x}} \theta_{\mathrm{x}} \leq_{\mathrm{A}}^{\infty} \mathrm{s}^{\alpha \varphi_{\mathrm{N}}+\alpha \varphi_{\mathrm{x}} \theta_{\mathrm{N}}} \alpha \varphi_{\mathrm{x}} \theta_{\mathrm{x}}=\alpha \varphi \theta \leq_{\mathrm{A}}^{\infty} \alpha \psi$.

Moreover, a most general solution is unique up to renaming of variables:
Lemma $22 \varphi_{2} \equiv \varphi_{1}$ iff $\varphi_{2}=\varphi_{1} \xi$ for some permutation $\xi: \mathrm{X} \rightarrow \mathrm{X}$.
Proof. In Hue76], Huet proved this result when $\leq_{A}^{\infty}$ is the equality. His proof can be easily adapted to our more general situation since, when $\alpha, \beta \in \mathrm{X}$, $\alpha \leq_{A}^{\infty} \beta$ iff $\alpha=\beta$. By assumption, there are $\theta_{1}$ and $\theta_{2}$ such that $\varphi_{1} \theta_{1} \leq_{A}^{\infty} \varphi_{2}$ and $\varphi_{2} \theta_{2} \leq_{A}^{\infty} \varphi_{1}$. Hence, $\varphi_{1} \theta_{1} \theta_{2} \leq_{A}^{\infty} \varphi_{1}$ and $\varphi_{2} \theta_{2} \theta_{1} \leq_{A}^{\infty} \varphi_{2}$. Let $V=\operatorname{dom}\left(\varphi_{1}\right) \cup$ $\operatorname{dom}\left(\varphi_{2}\right)$ and $V_{i}=\bigcup\left\{\operatorname{Var}\left(\alpha \varphi_{i}\right) \mid \alpha \in V\right\}$. Given $\alpha \in V_{1}$, either $\alpha \varphi_{1}=\mathbf{s}^{\beta} \mathbf{c}$ and thus $\beta \theta_{1} \theta_{2} \leq_{A}^{\infty} \beta$, or $\alpha \varphi_{1}=\mathbf{s}^{k} \beta$ and thus $\beta \theta_{1} \theta_{2} \leq_{A}^{\infty} \beta$. Hence, for all $\alpha \in V_{1}, \beta \theta_{1} \theta_{2}=\beta$. Similarly, for all $\beta \in V_{2}, \beta \theta_{2} \theta_{1}=\beta$. Therefore, $\theta_{1}$ is an injection from $V_{1}$ to $V_{2}$, and $\theta_{2}$ an injection from $V_{2}$ to $V_{1}$. Hence, $V_{1}$ and $V_{2}$ are equipotent, and $V_{1}-V_{2}$ and $V_{2}-V_{1}$ as well. Let $\nu$ be any bijection from $V_{2}-V_{1}$ to $V_{1}-V_{2}$, and $\xi=\left\{\left(\alpha, \alpha \theta_{1}\right) \mid \alpha \in V_{1}\right\} \cup\left\{(\alpha, \alpha \nu) \mid \alpha \in V_{2}-V_{1}\right\}$. The

Figure 7: Additional rule for finding all the variables that must be set to $\infty$

$$
P \quad \rightarrow_{14} P\{(\alpha, \infty)\} \cup\{\infty \leq ? \alpha\} \text { if } \mathrm{c} \leq_{P} \alpha, \mathrm{~d} \leq_{P} \alpha, \mathrm{c} \neq \mathrm{d}
$$

function $\xi$ is a bijection. We now prove that, for all $\alpha, \alpha \varphi_{1} \xi=\alpha \varphi_{2}$. There are three cases:

- $\alpha \varphi_{1}=\infty$. Since $\alpha \varphi_{1} \theta_{1} \leq_{A}^{\infty} \alpha \varphi_{2}$, we have $\alpha \varphi_{1} \xi=\alpha \varphi_{2}=\infty$.
- $\alpha \varphi_{1}=\mathbf{s}^{k} \beta$. Then, $\beta \in V_{1}$ and $\alpha \varphi_{1} \xi=\mathrm{s}^{k} \beta \theta_{1}$. Since $\varphi_{1} \theta_{1} \leq_{\mathrm{A}}^{\infty} \varphi_{2}$, we have $\alpha \varphi_{2}=\mathrm{s}^{k+l} \beta \theta_{1}$ for some $l$. But since $\varphi_{2} \theta_{2} \leq_{A}^{\infty} \varphi_{1}, l=0$ and $\alpha \varphi_{1} \xi=\alpha \varphi_{2}$.
- $\alpha \varphi_{1}=\mathrm{s}^{k}$ c. Since $\alpha \varphi_{1} \theta_{1} \leq_{A}^{\infty} \alpha \varphi_{2}$, either $\alpha \varphi_{2}=\infty$ or $\alpha \varphi_{2}=\mathrm{s}^{k+l} \mathrm{c}$ for some $l$. Since $\alpha \varphi_{2} \theta_{2} \leq_{A}^{\infty} \alpha \varphi_{1}, l=0$ and $\alpha \varphi_{1} \xi=\alpha \varphi_{2}$.
Even after normalization, a problem $P$ may contain two constraints $\mathrm{s}^{e} \mathrm{c} \leq$ ? $\mathrm{s}^{k} \alpha$ and $\mathbf{s}^{f} \mathrm{~d} \leq{ }^{?} \mathrm{~s}^{l} \alpha$ with $\mathrm{c} \neq \mathrm{d}$, in which case, for any $\varphi \in \operatorname{Sol}(P), \alpha \varphi=\infty$. More generally, $\alpha$ must be set to $\infty$ if $\mathrm{c} \leq_{P} \alpha, \mathrm{~d} \leq_{P} \alpha$ and $\mathrm{c} \neq \mathrm{d}$, where $\leq_{P}$ is defined as follows:

Definition 22 (Affine problem) Given a set of constraints $P$, let $\leq_{P}$ be the smallest quasi-ordering on $\mathrm{X} \cup \mathrm{F}_{0}$ such that $\alpha \leq_{P} \beta$ if there is a constraint $\mathbf{s}^{k} \alpha \leq^{?} \mathbf{s}^{l} \beta \in P$, and $\mathbf{c} \leq_{P} \beta$ if there is a constraint $\mathbf{s}^{e} \mathbf{c} \leq^{?} \mathbf{s}^{l} \beta \in P$.

A problem $P$ is affine if:

- it only contains constraints of the form $\mathbf{s}^{e} \mathbf{c} \leq^{?} \mathbf{s}^{l} \beta$ or $\mathbf{s}^{k} \alpha \leq^{?} \mathbf{s}^{l} \beta$ with $\alpha \neq \beta$;
- there is no tuple $(\alpha, \mathrm{c}, \mathrm{d})$ such that $\mathrm{c} \leq_{P} \alpha, \mathrm{~d} \leq_{P} \alpha$ and $\mathrm{c} \neq \mathrm{d}$.

An affine problem is non-increasing if its linear constraints are non-increasing. Given an affine problem $P$, let the integer problem $I(P)=\{k+\alpha \leq ? l+\beta \mid$ $\left.\mathbf{s}^{k} \alpha \leq{ }^{?} \mathbf{s}^{l} \beta \in P\right\} \cup\left\{e \leq ? l+\beta \mid \mathbf{s}^{e} \mathbf{c} \leq{ }^{?} \mathbf{s}^{l} \beta \in P\right\}$.

To detect all the variables that must be set to $\infty$, we extend the rules of Figure 6 with the rule of Figure 7. The results of the previous section are easily extended when adding this new rule:

Lemma 23 Let $\rightarrow$ be the relation generated by the rules of Figure 6 and 7 .

- $\rightarrow$ terminates.
- If $R \rightarrow R^{\prime}$, then $\operatorname{Var}(R) \subseteq \operatorname{Var}\left(R^{\prime}\right)$.
- $\operatorname{Sol}(R)=\left\{\left.\varphi\right|_{\operatorname{Var}(P)} \mid \varphi \in \operatorname{Sol}\left(R^{\prime}\right)\right\}$.
- Let $P$ be a problem in $\mathrm{A} \cup\{\infty\}$ and $Q$ a normal form of $P$. If $Q \neq \perp$, then $Q_{4}$ is a non-increasing affine problem.

Proof. Rule 15 makes strictly decrease $\operatorname{card}\left(R_{4}^{b}\right)$ and preserves variables. One can easily check the third item since, if $\mathrm{c} \leq_{P} \alpha$ and $\varphi \in \operatorname{Sol}(P)$, then either $\alpha \varphi=\infty$ or $\alpha \varphi=\mathbf{s}^{k} \mathrm{c}$ for some $k \in \mathbb{N}$.

Assume now that we have a problem $P$. Let $Q$ be a normal form of $P$ wrt the rules of Figure 6 and 7 . As just seen, we have $\operatorname{Sol}(P)=\left\{\left.\varphi\right|_{\operatorname{Var}(Q)} \mid \varphi \in \operatorname{Sol}(Q)\right\}$. We now prove that the most general solution of $P$, if it exists, is the restriction to $\operatorname{Var}(Q)$ of the most general solution of $Q$ :

Lemma 24 If $P$ has a most general solution $\psi$, then $Q$ has a most general solution $\varphi$ and $\left.\varphi\right|_{\operatorname{Var}(Q)}=\psi$. Conversely, if $Q$ has a most general solution $\varphi$, then $\left.\varphi\right|_{\operatorname{Var}(Q)}$ is the most general solution of $P$.

Proof. Assume that $P$ has a most general solution $\psi$. Then, there is $\varphi \in \operatorname{Sol}(Q)$ such that $\psi=\left.\varphi\right|_{\operatorname{Var}(P)}$. Assume that there is $\varphi^{\prime} \in \operatorname{Sol}(Q)$ such that $\varphi \nsubseteq \varphi^{\prime}$. Since $\left.\varphi^{\prime}\right|_{\operatorname{Var}(P)} \in \operatorname{Sol}(P),\left.\psi \sqsubseteq \varphi^{\prime}\right|_{\operatorname{Var}(P)}$, that is, there is $\theta$ such that, for all $\alpha, \alpha \psi \leq\left._{A}^{\infty} \alpha \varphi^{\prime}\right|_{\operatorname{Var}(P)}$. Since $\varphi \nsubseteq \varphi^{\prime}$, there is $\alpha$ such that $\alpha \varphi \theta \not \mathbb{Z}_{A}^{\infty} \alpha \varphi^{\prime}$. Hence, $\alpha \notin \operatorname{Var}(P)$ and there are $\beta \in \operatorname{Var}(P), l$ and c such that $\alpha=\mathrm{x}_{\beta}$ and $\beta \leq{ }^{?} \mathbf{s}^{\alpha} \mathbf{c} \in Q$. Therefore, $\alpha \varphi$ is a closed term of sort N and $\alpha \varphi \theta=\alpha \varphi \not \mathbb{Z}_{\mathbb{N}} \alpha \varphi^{\prime}$. Since $\varphi, \varphi^{\prime} \in \operatorname{Sol}(Q), \beta \varphi=\mathbf{s}^{\alpha \varphi} \mathbf{c}$ and $\beta \varphi^{\prime}=\mathbf{s}^{\alpha \varphi^{\prime}} \mathbf{c}$. Since $\beta \in \operatorname{Var}(P)$ and $\psi=\left.\left.\varphi\right|_{\operatorname{Var}(P)} \sqsubseteq \varphi^{\prime}\right|_{\operatorname{Var}(P)}, \beta \varphi \leq_{\mathrm{A}}^{\infty} \beta \varphi^{\prime}$. Therefore, $\alpha \varphi \leq_{\mathrm{A}}^{\infty} \alpha \varphi^{\prime}$. Contradiction.

Assume now that $Q$ has a most general solution $\varphi$, and let $\psi \in \operatorname{Sol}(P)$. Then, there is $\varphi^{\prime} \in \operatorname{Sol}(Q)$ such that $\psi=\left.\varphi^{\prime}\right|_{\operatorname{Var}(P)}$ and $\varphi \sqsubseteq \varphi^{\prime}$, that is, there is $\theta$ such that $\varphi \theta \leq_{A}^{\infty} \varphi^{\prime}$. Hence, $\operatorname{dom}(\theta) \subseteq \operatorname{dom}(\varphi) \cup \operatorname{dom}\left(\varphi^{\prime}\right) \subseteq \operatorname{Var}(Q)$. For all $\alpha \in \operatorname{Var}(P), \operatorname{Var}(\alpha \varphi) \subseteq \operatorname{Var}(P)$ since $\varphi$ maps variables of sort 0 to terms of sort 0 and the variables of $\operatorname{Var}(Q)-\operatorname{Var}(P)$ are of sort $N$. For all $\alpha \in \operatorname{Var}(Q)-\operatorname{Var}(P)$, $\alpha \varphi$ is closed. Therefore, $\left.\varphi\right|_{\operatorname{Var}(P)} \theta \leq\left._{\mathrm{A}}^{\infty} \varphi^{\prime}\right|_{\operatorname{Var}(P)}=\psi{ }^{2}$

Hence, we are left to find whether $Q$ has a most general solution or not. One can easily check that $\operatorname{Sol}(Q)$ is fully determined by the solutions of $Q_{0}$ and $Q_{3} \cup Q_{4}$. Moreover, the most general solution of $Q$ is fully determined by the most general solution of $Q_{3} \cup Q_{4}$ :

Lemma $25 \operatorname{Sol}(Q)=\left\{\varphi_{0} \cup \varphi_{1} \cup \varphi_{3,4} \cup \varphi_{3,4} \mid \varphi_{0} \in \operatorname{Sol}\left(Q_{0}\right), \varphi_{3,4} \in \operatorname{Sol}\left(Q_{3} \cup Q_{4}\right)\right\}$, where $\varphi_{1}=\left\{(\alpha, \infty) \mid \alpha \in \operatorname{Var}\left(Q_{1}\right)\right\}$ is the unique solution of $Q_{1}$ and $\overline{\varphi_{3,4}}=$ $\left\{\left(\alpha, \mathrm{s}^{\mathrm{x}_{\alpha} \varphi_{3,4}} \mathbf{c}\right) \mid \alpha \leq{ }^{?} \mathrm{~s}^{\mathrm{x}_{\alpha}} \mathbf{c} \in Q_{2}\right\} \in \operatorname{Sol}\left(Q_{2}\right)$.

Moreover, if $Q$ has a most general solution $\varphi$, then $\varphi_{0}=\mathrm{id}$ and $\varphi_{3,4}$ is the most general solution of $Q_{3} \cup Q_{4}$. Conversely, if $Q_{3} \cup Q_{4}$ has a most general solution $\psi$, then $\varphi_{1} \cup \bar{\psi} \cup \psi$ is the most general solution of $Q$.

Proof. Assume that $\varphi=\operatorname{mgs}(Q)$ and let $\psi \in \operatorname{Sol}\left(Q_{3} \cup Q_{4}\right)$. Then, $\varphi_{1} \cup \bar{\psi} \cup \psi \in \operatorname{Sol}(Q)$. Thus, there is $\theta$ such that $\varphi \theta \leq_{A}^{\infty} \varphi_{1} \cup \bar{\psi} \cup \psi$. Let $V=\bigcup\left\{\operatorname{Var}(\alpha \varphi) \mid \alpha \in \operatorname{Var}\left(Q_{4}\right)\right\}$. Then, $\left.\varphi \theta\right|_{V} \leq_{A}^{\infty} \varphi_{1} \cup \bar{\psi} \cup \psi$. Indeed, if $\alpha \in \operatorname{Var}\left(Q_{1}\right)$, then $\alpha \varphi_{1}=\infty$. If $\alpha \in \operatorname{Var}\left(Q_{2}\right)$, then $\alpha \varphi=\mathbf{s}^{\mathbf{x}_{\alpha} \varphi}$ c for some c. And if $\alpha \in \operatorname{Var}\left(Q_{3}\right)$, then $\alpha \varphi=k$ for some $k$. Therefore, $\left.\varphi_{3,4} \theta\right|_{V} \leq_{A}^{\infty} \psi$.

[^2]Assume now that $\psi=\operatorname{mgs}\left(Q_{3} \cup Q_{4}\right)$ and let $\varphi \in \operatorname{Sol}(Q)$. Then, $\varphi_{3,4} \in$ $\operatorname{Sol}\left(Q_{3} \cup Q_{4}\right)$. Thus, there is $\theta$ such that $\psi \theta \leq_{A}^{\infty} \varphi_{3,4}$. Hence, $\bar{\psi} \theta \leq_{A}^{\infty} \overline{\varphi_{3,4}}$. Therefore, $\left(\varphi_{1} \cup \bar{\psi} \cup \psi\right) \theta=\varphi_{1} \cup \bar{\psi} \theta \cup \psi \theta \leq_{A}^{\infty} \varphi$.

We now prove that any non-increasing affine problem has a most general algebraic solution. To this end, we first show that the set of algebraic solutions of an affine problem $Q$ is fully determined by the set of solutions of $I(Q)$. Then, we prove that any satisfiable integer problem has a smallest solution.

Lemma 26 If $Q$ is affine, then:

- there is a strictly monotone map $\psi \mapsto \widehat{\psi}$ from $(\operatorname{Sol}(I(Q)), \leq)$ to $\left(\operatorname{Sol}_{A}(Q), \sqsubseteq\right)$;
- $\varphi \mapsto \varphi_{\mathrm{N}}$ is a monotone map from $\left(\operatorname{Sol}_{\mathrm{A}}(Q), \sqsubseteq\right)$ to $(\operatorname{Sol}(I(Q)), \leq)$;
- $\operatorname{Sol}_{\mathrm{A}}(Q)=\{\widehat{\psi} \rho \mid \psi \in \operatorname{Sol}(I(Q)), \rho: \mathrm{X} \rightarrow \mathrm{X}\} ;$
- if $\operatorname{mgs}(Q)=\varphi$, then $\operatorname{mgs}(I(Q))=\varphi_{\mathrm{N}}$;
- if $\operatorname{mgs}(I(Q))=\psi$, then $\operatorname{mgs}(Q)=\widehat{\psi}$.

Proof.

- Let $\sim$ be the smallest equivalence relation on $\mathrm{X} \cup \mathrm{F}_{0}$ containing $<_{Q}$ and such that $\alpha \sim 0$ if $\alpha$ is of sort $\mathrm{N},[\alpha]$ be the equivalence class of $\alpha$ modulo $\sim$, and $\eta: \mathrm{X} \cup \mathrm{F}_{0} / \sim \rightarrow \mathrm{X} \cup \mathrm{F}_{0}$ be any injection such that $\eta(X)=\mathrm{c}$ iff $\mathrm{c} \in X$. Such a function exists since $Q$ is affine and thus every equivalence class contains at most one constant.
Now, given $\psi \in \operatorname{Sol}(I(Q))$, let $\alpha \widehat{\psi}=s^{\alpha \psi} \alpha^{*}$ where $\alpha^{*}=\eta([\alpha])$.
We check that $\widehat{\psi} \in \operatorname{Sol}_{\mathrm{A}}(Q)$. If $\mathrm{s}^{k} \alpha \leq ? \mathrm{~s}^{l} \beta \in Q$, then $\mathrm{s}^{k+\alpha \psi} \alpha^{*} \leq \mathrm{s}^{l+\beta \psi} \beta^{*}$ since $k+\alpha \psi \leq l+\beta \psi$ and $\alpha^{*}=\beta^{*}$. If $\mathbf{s}^{e} \mathbf{c} \leq{ }^{?} \mathbf{s}^{l} \beta \in Q$, then $\mathbf{s}^{e \psi} \mathbf{c} \leq \mathbf{s}^{l+\beta \psi} \beta^{*}$ since $e \psi \leq l+\beta \psi$ and $\mathrm{c}=\beta^{*}$.
Then, one can easily check that $\psi \mapsto \widehat{\psi}$ is injective $\left(\psi_{1}=\psi_{2}\right.$ whenever $\left.\widehat{\psi_{1}}=\widehat{\psi_{2}}\right)$ and monotone wrt $\leq_{A}^{\infty}\left(\widehat{\varphi} \leq_{A}^{\infty} \widehat{\psi}\right.$ whenever $\left.\varphi \leq \psi\right)$ and thus wrt $\sqsubseteq$.
- Let $\varphi \in \operatorname{Sol}_{\mathrm{A}}(Q)$. We check that $\varphi_{\mathrm{N}} \in \operatorname{Sol}(I(Q))$ and $\varphi_{\mathrm{x}}$ is invariant by $\sim$. If $\mathrm{s}^{k} \alpha \leq$ ? $\mathrm{s}^{l} \beta \in Q$, then $\mathrm{s}^{k+\alpha \varphi_{\mathrm{N}}} \alpha \varphi_{\mathrm{x}} \leq \mathrm{s}^{l+\beta \varphi_{\mathrm{N}}} \beta \varphi_{\mathrm{x}}$. So, $\alpha \varphi_{\mathrm{x}}=\beta \varphi_{\mathrm{X}}$ and $k+\alpha \varphi_{\mathrm{N}} \leq l+\beta \varphi_{\mathrm{N}}$. Assume now that $\mathbf{s}^{e} \mathbf{c} \leq^{?} \mathbf{s}^{l} \beta \in Q$. Then, $\mathbf{s}^{e \varphi_{\mathrm{N}}} \mathbf{c} \leq$ $\mathrm{s}^{l+\beta \varphi_{\mathrm{N}}} \beta \varphi_{\mathrm{x}}$. So, $\mathrm{c}=\beta \varphi_{\mathrm{x}}$ and $e \varphi_{\mathrm{N}} \leq l+\beta \varphi_{\mathrm{N}}$.
We now check that $\varphi \mapsto \varphi_{\mathrm{N}}$ is monotone. Let $\psi \in \operatorname{Sol}_{\mathrm{A}}(Q)$ such that $\varphi \sqsubseteq \psi$. Hence, there is $\rho: \mathrm{X} \rightarrow \mathrm{X} \cup \mathrm{F}_{0}$ such that $\varphi \rho \leq_{\mathrm{A}}^{\infty} \psi$. Therefore, $\varphi_{\mathrm{N}} \leq \psi_{\mathrm{N}}$.
- Let $\psi \in \operatorname{Sol}(I(Q))$ and $\rho: \mathrm{X} \rightarrow \mathrm{X}$. Then, $\widehat{\psi} \in \operatorname{Sol}_{\mathrm{A}}(Q)$ and $\widehat{\psi} \rho \in \operatorname{Sol}_{\mathrm{A}}(Q)$ since $\operatorname{Sol}_{A}(Q)$ is closed by algebraic substitution.
Given $\varphi \in \operatorname{Sol}(Q)$, let $\alpha^{*} \rho=\alpha \varphi_{\mathrm{X}}$ for all $\alpha^{*} \in \mathrm{X}$. The function $\rho$ is well defined since $\varphi_{\mathrm{x}}$ is invariant by $\sim$. Now, one can easily check that $\varphi=\widehat{\varphi_{\mathrm{N}}} \rho$, which in particular implies that $\widehat{\varphi_{\mathrm{N}}} \sqsubseteq \varphi$.
- Assume that $Q$ has a most general solution $\varphi$, and let $\psi \in \operatorname{Sol}(I(Q))$. Then, $\widehat{\psi} \in \operatorname{Sol}(Q)$ and $\varphi \sqsubseteq \widehat{\psi}$. Therefore, $\varphi_{\mathrm{N}} \leq \widehat{\psi}_{\mathrm{N}}=\psi$.
- Assume that $I(Q)$ has a most general solution $\psi$, and let $\varphi \in \operatorname{Sol}_{\mathrm{A}}(Q)$. Then, $\varphi_{\mathrm{N}} \in \operatorname{Sol}(I(Q))$ and $\psi \leq \varphi_{\mathrm{N}}$. Therefore, $\widehat{\psi} \leq_{\mathrm{A}}^{\infty} \widehat{\varphi_{\mathrm{N}}} \sqsubseteq \varphi$.

Hence, if $Q$ is a non-increasing affine problem, then $I(Q)$ is non-increasing. Therefore, $I(Q)$ is satisfiable and $Q$ has an algebraic solution. So, if $Q$ has a most general solution, then it must be algebraic. Moreover, the most general solution of $Q$ is given by the most general solution of $I(Q)$. We now prove that:

Lemma 27 Any satisfiable integer problem has a smallest solution (wrt the pointwise extension of $\leq_{\mathbb{N}}$ ).

Proof. Assume that $P$ has no smallest solution. Then, it has two incomparable solutions $\varphi_{1}$ and $\varphi_{2}$. But, as we are going to see, $\varphi=\min \left(\varphi_{1}, \varphi_{2}\right)$ is a solution strictly smaller than both $\varphi_{1}$ and $\varphi_{2}$. Contradiction. We proceed by case on the form of the constraints of $P$ :

- $\alpha+i \leq$ ? $\beta$. Then, $\alpha \varphi_{1}+i \leq \beta \varphi_{1}$ and $\alpha \varphi_{2}+i \leq \beta \varphi_{2}$.
- If $\alpha \varphi_{1} \leq \alpha \varphi_{2}$ and $\beta \varphi_{1} \leq \beta \varphi_{2}$, then $\alpha \varphi+i=\alpha \varphi_{1}+i \leq \beta \varphi_{1}=\beta \varphi$.
- If $\alpha \varphi_{1} \leq \alpha \varphi_{2}$ and $\beta \varphi_{2}<\beta \varphi_{1}$, then $\alpha \varphi+i=\alpha \varphi_{1}+i \leq \alpha \varphi_{2}+i \leq \beta \varphi_{2}=\beta \varphi$.
- If $\alpha \varphi_{2}<\alpha \varphi_{1}$ and $\beta \varphi_{1} \leq \beta \varphi_{2}$, then $\alpha \varphi+i=\alpha \varphi_{2}+i<\alpha \varphi_{1}+i \leq \beta \varphi_{1}=\beta \varphi$.
- If $\alpha \varphi_{2}<\alpha \varphi_{1}$ and $\beta \varphi_{2}<\beta \varphi_{1}$, then $\alpha \varphi+i=\alpha \varphi_{2}+i \leq \beta \varphi_{2}=\beta \varphi$.
- $\alpha \leq{ }^{?} i$. Then, $\alpha \varphi_{1} \leq i$ and $\alpha \varphi_{2} \leq i$. Therefore, $\alpha \varphi \leq i$.
- $i \leq$ ? $\alpha$. Then, $i \leq \alpha \varphi_{1}$ and $i \leq \alpha \varphi_{2}$. Therefore, $i \leq \alpha \varphi$.

Lemma 28 The smallest solution of a satisfiable integer problem can be computed in polynomial time.

Proof. Let $P$ be a satisfiable integer problem whose variables are $\alpha_{1}, \ldots, \alpha_{n}$. We first prove that $P$ is equivalent to a problem in the dioid $\left(\overline{\mathbb{Z}}_{\max }^{n \times n}, \oplus, \otimes\right)$ where $\overline{\mathbb{Z}}_{\max }=\mathbb{Z} \cup\{ \pm \infty\}, \oplus=\max$ and $\otimes=+$ both applied component wise BCOQ92.

Wlog, we can assume that $P$ contains no constraint of the form $0+k \leq 0$. Hence, $P$ contains only constraints of the following two forms:

1. $\alpha_{i}+k \leq \alpha_{j}$ or $0+k \leq \alpha_{i}$,
2. $\alpha_{i}+k \leq 0$.

Then, one can check that, for all $j, \psi \in \operatorname{Sol}(P)$ iff there is $x \in \overline{\mathbb{Z}}_{\max }^{n \times n}$ such that $a x \oplus b \leq x \leq c$ and $\psi\left(\alpha_{i}\right)=x_{i j}$, where $a_{i j}=\max \left(\left\{k \in \overline{\mathbb{Z}}_{\max } \mid \alpha_{j}+k \leq\right.\right.$ ? $\left.\left.\alpha_{i} \in P\right\} \cup\{-\infty\}\right), b_{i j}=\max \left(\left\{k \in \overline{\mathbb{Z}}_{\max } \mid 0+k \leq ? \alpha_{i} \in P\right\} \cup\{-\infty\}\right)$ and $c_{i j}=\min \left(\left\{k \in \overline{\mathbb{Z}}_{\max } \mid \alpha_{i}+(-k) \leq ? 0 \in P\right\} \cup\{+\infty\}\right)$.

By Theorem 4.75 in BCOQ92, $a x \oplus b \leq x$ has a smallest solution that is $a^{*} b$ where $a^{*}=\bigoplus_{k=0}^{+\infty} a^{k}$. Since $P$ is satisfiable, $P$ is not increasing. Hence, in this case, $a^{*}=\bigoplus_{k=0}^{n} a^{k}$ CG79 (Theorem 3.20 in BCOQ92). Therefore, $\psi \in \operatorname{Sol}(P)$ iff $a^{*} b \leq c$, and the smallest solution of $P$ is the function $\psi$ such that $\psi\left(\alpha_{i}\right)=\bigoplus_{k=1}^{n} a_{i k}^{*} b_{k 1}$, which can clearly be computed in polynomial time.

We can therefore conclude:
Theorem 8 In the successor algebra, any satisfiable size problem has a most general solution that can be computed in polynomial time.

Proof. To compute the most general solution of $P$, we can proceed as follows. Let $Q$ be a normal form of $P$ wrt to the rules of Figure 6 and 7 , and $\psi$ be the smallest solution of $I\left(Q_{3} \cup Q_{4}\right)$. Then, return $\varphi_{1} \cup \psi$, where $\varphi_{1}=\left\{(\alpha, \infty) \mid \alpha \in \operatorname{Var}\left(Q_{1}\right)\right\}$.

After the previous lemmas, this algorithm is clearly correct. We now check that it is complete. By completeness, $Q \neq \perp$. Since $Q_{3} \cup Q_{4}$ is affine, $\operatorname{mgs}\left(Q_{3} \cup\right.$ $\left.Q_{4}\right)=\widehat{\psi}$. Therefore, $\operatorname{mgs}(Q)=\varphi_{1} \cup \widehat{\psi} \cup \widehat{\psi}$ and $\operatorname{mgs}(P)=\varphi_{1} \cup \widehat{\psi}$.

Whether rule 14 can be fired can be decided in polynomial time. Hence, computing $Q$ can be done in polynomial time. Now, computing $\psi$ can be done in polynomial time. Hence, $\operatorname{mgs}(P)$ can be computed in polynomial time.

## 8 Pattern size minimality in the successor algebra

In this section, we study the minimality property of Theorem 2 in the successor algebra.

To make things simpler, we assume that the size of a constructor term only depends on the size of its recursive arguments, that is, we assume that, in the annotated type of every constructor c, non-recursive accessible arguments are annotated by $\infty\left(\alpha_{i}^{\mathrm{c}}=\infty\right.$ if $\left.i>\mathrm{r}^{\mathrm{c}}\right)$, recursive accessible arguments are annotated by the same variable $\left(\alpha_{1}^{c}=\ldots=\alpha_{\mathrm{r}^{c}}^{\mathrm{c}}\right), \sigma^{\mathrm{c}}=\infty$ if $\mathrm{r}^{\mathrm{c}}=0$, and $\sigma^{\mathrm{c}}=\mathrm{s} \alpha_{1}^{\mathrm{c}}$ otherwise.

Hence, $\Sigma^{c}\left(\mathfrak{a}_{1}, \ldots, \mathfrak{a}_{a^{c}}\right)=\max \left(\{0\} \cup\left\{\mathfrak{a}_{1}+1, \ldots, \mathfrak{a}_{r^{c}}+1\right\}\right)$.
We now precisely describe how the size of a constructor term depends on the sizes of its non-constructor-headed subterms.

Definition 23 (Strongly accessible subterm) We say that ( $u, U, \mathrm{~B}$ ) is strongly accessible in $(t, T, \mathrm{~A})$, written $(u, U, \mathrm{~B}) \unlhd_{\mathrm{r}}(t, T, \mathrm{~A})$, if $(u, U, \mathrm{~B})=(t, T, \mathrm{~A})$ or there are $\mathrm{c}: \vec{T} \Rightarrow \mathrm{~A}, \vec{t}$ and $k \leq \mathrm{r}^{\mathrm{c}}$ such that $t=\mathrm{c} \vec{t},|\vec{t}|=|\vec{T}|, T=\mathrm{A}$ and $(u, U, \mathrm{~B}) \unlhd_{\mathrm{r}}\left(t_{k}, \tau_{k}^{\mathrm{c}}, \mathrm{A}\right)$. Let $\operatorname{Acc}_{\mathrm{A}}(l)=\left\{x \in \mathcal{X} \mid(\exists T)(x, T, \mathrm{~A}) \unlhd_{\mathrm{r}}(l, \mathrm{~A}, \mathrm{~A})\right\}$.

The maximal depth of a variable $x$ in a constructor term $l, \mathrm{~d}_{x}(l)$, is the element of the semi-ring $(\mathbb{N} \cup\{-\infty\}, \max ,+)$ defined as follows:

- $\mathrm{d}_{x}(x)=0$,
- $\mathrm{d}_{x}(y)=-\infty$ if $x \neq y$,

$$
\text { - } \mathrm{d}_{x}\left(\mathrm{c} l_{1} \ldots l_{n}\right)=\max \left(\{-\infty\} \cup\left\{\mathrm{d}_{x}\left(l_{1}\right)+1, \ldots, \mathrm{~d}_{x}\left(l_{\mathrm{rc}}\right)+1\right\}\right)
$$

Lemma 29 If $l$ is a constructor term and $l \theta \in \mathcal{C}_{\mathrm{A}} \cap \mathrm{A}$, then $o_{\mathrm{A}}(l \theta)=\max (\{0\} \cup$ $\left.\left\{o_{T^{\mathrm{A}}}(x \theta)+\mathrm{d}_{x}(l) \mid(x, T, \mathrm{~A}) \unlhd_{\mathrm{r}}(l, \mathrm{~A}, \mathrm{~A})\right\}\right)$.

Proof. We proceed by induction on $l$. If $l \in \mathcal{X} \cup \mathcal{C}$, this is immediate. Assume now that $l=c l_{1} \ldots l_{n}$ with $\mathrm{c}: T_{1} \Rightarrow \ldots \Rightarrow T_{n} \Rightarrow \mathrm{~A}$ and $n>0$. Then, $o_{\mathrm{A}}(l \theta)=$ $\Sigma^{c}\left(o_{T_{1}^{A}}\left(l_{1} \theta\right), \ldots, o_{T_{a c}^{A}}\left(l_{\mathrm{a}} \theta\right)\right)=\max \left(\{0\} \cup\left\{o_{T_{1}^{\mathrm{A}}}\left(l_{1} \theta\right)+1, \ldots, o_{T_{r_{c}^{c}}^{\mathrm{A}}}\left(l_{\mathrm{r}_{\mathrm{c}}} \theta\right)+1\right\}\right)$. If $l_{i} \in \mathcal{C}$, then $o_{T_{i}^{\mathrm{A}}}\left(l_{i} \theta\right)=0$. If $l_{i}=x$, then $\left(x, T_{i}, \mathrm{~A}\right) \unlhd_{\mathrm{a}}(l, \mathrm{~A}, \mathrm{~A})$ and $o_{T_{i}^{\mathrm{A}}}\left(l_{i} \theta\right)+1=$ $o_{T_{i}^{A}}(x \theta)+\mathrm{d}_{x}\left(l_{i}\right)+1$. Finally, if $l_{i} \notin \mathcal{X} \cup \mathcal{C}$, then $T_{i}=\mathrm{A}$ and, by induction hypothesis, $o_{T_{i}^{\mathrm{A}}}\left(l_{i} \theta\right)=o_{\mathrm{A}}\left(l_{i} \theta\right)=\max \left(\{0\} \cup\left\{o_{T^{\mathrm{A}}}(x \theta)+\mathrm{d}_{x}\left(l_{i}\right) \mid(x, T, \mathrm{~A}) \unlhd_{\mathrm{r}}\left(l_{i}, \mathrm{~A}, \mathrm{~A}\right)\right\}\right)$. Therefore, $o_{\mathrm{A}}(l \theta)=\max \left(\{0\} \cup\left\{o_{T^{\mathrm{A}}}(x \theta)+\mathrm{d}_{x}(l) \mid(x, T, \mathrm{~A}) \unlhd_{\mathrm{r}}(l, \mathrm{~A}, \mathrm{~A})\right\}\right)$.

Wlog, we can assume that, for every $i \leq \mathrm{m}^{\mathrm{f}}$, there are $k_{i} \in \mathbb{N}$ and $\gamma_{i} \in \mathrm{X}$ such that $\alpha_{i}^{\dagger} \varphi=\mathrm{s}^{k_{i}} \gamma_{i}$. Now, let $x_{1}, \ldots, x_{n}$ be an enumeration of $\operatorname{dom}(\Gamma)$. For every $i$, let $\mathfrak{l}_{i}$ be the biggest possible size for $x_{i} \theta$.

The minimality property is then equivalent to the following purely numerical problem on ordinals: for all $\mathfrak{a}_{1}, \ldots, \mathfrak{a}_{n}$ (for the sizes of $x_{1} \theta, \ldots, x_{n} \theta$ respectively) smaller than or equal to $\mathfrak{l}_{1}, \ldots, \mathfrak{l}_{n}$ respectively, there are $\mathfrak{b}_{1}, \ldots, \mathfrak{b}_{n}$ (for $\alpha_{x_{1}} \nu, \ldots, \alpha_{x_{n}} \nu$ respectively) and $\mathfrak{c}_{1}, \ldots, \mathfrak{c}_{\mathrm{m}^{f}}$ (for $\gamma_{1} \nu, \ldots, \gamma_{\mathrm{m}^{f}} \nu$ respectively) such that:

1. $(\forall i)(\forall j) \mathfrak{b}_{i}=\mathfrak{b}_{j}$ if $\alpha_{x_{i}}=\alpha_{x_{j}}$,
2. $(\forall i)(\forall j) \mathfrak{c}_{i}=\mathfrak{c}_{j}$ if $\gamma_{i}=\gamma_{j}$,
3. $(\forall i)(\forall j) \mathfrak{b}_{i}=\mathfrak{c}_{j}$ if $\alpha_{x_{i}}=\gamma_{j}$,
4. $(\forall i) \mathfrak{a}_{i} \leq \mathfrak{b}_{i}$,
5. $(\forall i) \max \left(\{0\} \cup\left\{\mathfrak{a}_{j}+\mathrm{d}_{x_{j}}\left(l_{i}\right) \mid x_{j} \in \operatorname{Acc}_{\mathrm{A}_{i}^{f}}\left(l_{i}\right)\right\}\right)=\mathfrak{c}_{i}+k_{i}$.

The first three constraints are coherence conditions for $\nu$ to be well defined. The fourth and fifth constraints correspond to the first and second conditions of the minimality property respectively.

If $\mathfrak{l}_{1}=\ldots=\mathfrak{l}_{n}=\omega$ (i.e. when the types of $x_{1}, \ldots, x_{n}$ are first-order data types), then the last constraint can be satisfied if:

$$
k_{i} \leq \max \left(\{0\} \cup\left\{\mathrm{d}_{x_{j}}\left(l_{i}\right) \mid x_{j} \in \operatorname{Acc}_{\mathrm{A}_{i}^{f}}\left(l_{i}\right)\right\}\right),
$$

Indeed, in this case, one can take $\mathfrak{c}_{i}=\max \left(\{0\} \cup\left\{\left(\mathfrak{a}_{j}+\mathrm{d}_{x_{j}}\left(l_{i}\right)\right) \dot{-} k_{i} \mid x_{j} \in\right.\right.$ $\left.\left.\operatorname{Acc}_{\mathrm{A}_{i}^{f}}\left(l_{i}\right)\right\}\right)$ where $p-q=0$ if $p<q$, and $p-q=p-q$ otherwise. But this solution may invalidate other constraints. Indeed, if $l_{1}=\mathrm{b} x_{1}\left(\mathrm{c} x_{2}\right), \gamma_{1}=\alpha_{x_{1}}$ and $k_{1}=2$, then we cannot take $\mathfrak{c}_{1}=\max \left\{\mathfrak{a}_{1}-1, \mathfrak{a}_{2}\right\}$ since we must also have $\mathfrak{c}_{1}=\mathfrak{b}_{1}$ and $\mathfrak{b}_{1} \geq \mathfrak{a}_{1}$.

Moreover, this solution does not extend to bigger ordinals by taking $\mathfrak{c}_{i}=$ $\max \left(\{0\} \cup\left\{\left(\mathfrak{a}_{j}+\mathrm{d}_{x_{j}}\left(l_{i}\right)\right) \dot{-} k_{i} \mid x_{j} \in \operatorname{Acc}_{\mathrm{A}_{\dot{f}}}\left(l_{i}\right)\right\}\right)$ where $\mathfrak{a}-k=\operatorname{pred}^{k}(\mathfrak{a}), \operatorname{pred}(\mathfrak{a}+1)$ $=\mathfrak{a}$ and $\operatorname{pred}(\mathfrak{l})=\mathfrak{l}$ if $\mathfrak{l}$ is a limit ordinal. For instance, there is no $\mathfrak{c}$ such that
$\max \{\omega+1,2\}=\mathfrak{c}+2$. So, for this solution to satisfy the fifth constraint, we need to have:

$$
k_{i} \leq \min \left(\{0\} \cup\left\{\mathrm{d}_{x_{j}}\left(l_{i}\right) \mid x_{j} \in \operatorname{Acc}_{\mathrm{A}_{i}^{f}}\left(l_{i}\right)\right\}\right) .
$$

But, still, this solution may not satisfy the other constraints. Take for instance $l_{1}=\mathrm{c} x_{1}, l_{2}=\mathrm{b}\left(\mathrm{c} x_{1}\right)\left(\mathrm{c} x_{2}\right), \alpha_{x_{1}}=\alpha_{x_{2}}=\gamma_{1}=\gamma_{2}, k_{1}=1$ and $k_{2}=2$, as would be required for dealing with a rule like $\mathrm{f} l_{1} l_{2} \rightarrow \mathrm{~g}\left(\mathrm{f} x_{1} l_{2}\right)\left(\mathrm{f} l_{1}\left(\mathrm{~b} x_{1} x_{2}\right)\right)$. Indeed, in this case, the minimality condition says that, for all $\mathfrak{a}_{1}, \mathfrak{a}_{2}$, there should be $\mathfrak{b}$ such that $\mathfrak{a}_{1} \leq \mathfrak{b}, \mathfrak{a}_{2} \leq \mathfrak{b}, \max \left\{\mathfrak{a}_{1}+1\right\}=\mathfrak{b}+1$ and $\max \left\{\mathfrak{a}_{1}+2, \mathfrak{a}_{2}+\right.$ $2\}=\mathfrak{b}+2$, which is not possible. The problem comes here from the fact that $l_{1}$ and $l_{2}$ share variables with the same annotation but not at the same depth.

We therefore get the following easy-to-check sufficient conditions:
Lemma 30 Assuming that constructors are annotated as described at the beginning of the section, the minimality property of Theorem 2 is satisfied if, for all $i$ and $j$, the following conditions are verified:

- $k_{i} \leq \min \left(\{0\} \cup\left\{\mathrm{d}_{x_{j}}\left(l_{i}\right) \mid x_{j} \in \operatorname{Acc}_{\boldsymbol{A}_{i}^{f}}\left(l_{i}\right)\right\}\right)$;
- if $\gamma_{i}=\gamma_{j}$, then:
- $k_{i}=k_{j}$,
$-\mathrm{A}_{i}^{\mathrm{f}}=\mathrm{A}_{j}^{\mathrm{f}}$,
$-\operatorname{Acc}_{A_{i}^{f}}\left(l_{i}\right)=\operatorname{Acc}_{A_{j}^{f}}\left(l_{j}\right)$,
- for all $x \in \operatorname{Acc}_{\mathbf{A}_{i}^{f}}\left(l_{i}\right), d_{x}\left(l_{i}\right)=d_{x}\left(l_{j}\right)$;
- if $\gamma_{j}=\alpha_{x_{i}}$ then, for all $k$ such that $\alpha_{x_{k}}=\alpha_{x_{i}}, x_{k} \in \operatorname{Acc}_{\mathrm{A}_{j}^{f}}\left(l_{j}\right)$.

Proof. Let $\mathfrak{c}_{i}=\max \left(\{0\} \cup\left\{\left(\mathfrak{a}_{j}+\mathrm{d}_{x_{j}}\left(l_{i}\right)\right)-k_{i} \mid x_{j} \in \operatorname{Acc}_{\mathrm{A}_{i}^{f}}\left(l_{i}\right)\right\}\right)$. Since $k_{i} \leq \min \left(\{0\} \cup\left\{\mathrm{d}_{x_{j}}\left(l_{i}\right) \mid x_{j} \in \operatorname{Acc}_{\mathrm{A}_{i}^{f}}\left(l_{i}\right)\right\}\right), \mathfrak{c}_{i}$ is well defined. Now, let $\mathfrak{b}_{i}=\mathfrak{c}_{k}$ if $\alpha_{x_{i}}=\gamma_{k}$, and $\mathfrak{b}_{i}=\max \left\{\mathfrak{a}_{k} \mid \alpha_{x_{k}}=\alpha_{x_{i}}\right\}$ otherwise. We prove that the five constraints are satisfied:

1. Assume that $\alpha_{x_{i}}=\alpha_{x_{j}}$. If $\alpha_{x_{i}}=\gamma_{k}$, then $\mathfrak{b}_{i}=\mathfrak{c}_{k}=\mathfrak{b}_{j}$. Otherwise, $\mathfrak{b}_{i}=\max \left\{\mathfrak{a}_{k} \mid \alpha_{x_{k}}=\alpha_{x_{i}}\right\}=\mathfrak{b}_{j}$.
2. Assume that $\gamma_{i}=\gamma_{j}$. Then, $\mathfrak{c}_{i}=\mathfrak{c}_{j}$ since $k_{i}=k_{j}, \mathbf{A}_{i}^{\mathfrak{f}}=\mathrm{A}_{j}^{\mathrm{f}}, \operatorname{Acc}_{\mathrm{A}_{i}^{f}}\left(l_{i}\right)=$ $\operatorname{Acc}_{\mathcal{A}_{j}^{f}}\left(l_{j}\right)$ and, for all $x \in \operatorname{Acc}_{A_{i}^{f}}\left(l_{i}\right), d_{x}\left(l_{i}\right)=d_{x}\left(l_{j}\right)$.
3. Assume that $\alpha_{x_{i}}=\gamma_{j}$. Then, $\mathfrak{b}_{i}=\mathfrak{c}_{j}$ by definition.
4. For all $i, \mathfrak{a}_{i} \leq \mathfrak{b}_{i}$. Indeed, if $\alpha_{x_{i}}=\gamma_{j}$, then $\mathfrak{b}_{i}=\mathfrak{c}_{j} \geq \mathfrak{a}_{i}$ since $x_{i} \in \operatorname{Acc}_{\mathrm{A}_{j}}\left(l_{j}\right)$. Otherwise, $\mathfrak{b}_{i}=\max \left\{\mathfrak{a}_{k} \mid \alpha_{x_{k}}=\alpha_{x_{i}}\right\} \geq \mathfrak{a}_{i}$.
5. For all $i, \max \left(\{0\} \cup\left\{\mathfrak{a}_{j}+\mathrm{d}_{x_{j}}\left(l_{i}\right) \mid x_{j} \in \operatorname{Acc}_{\mathrm{A}_{i}^{f}}\left(l_{i}\right)\right\}\right)=\mathfrak{c}_{i}+k_{i}$ since $k_{i} \leq$ $\min \left(\{0\} \cup\left\{\mathrm{d}_{x_{j}}\left(l_{i}\right) \mid x_{j} \in \operatorname{Acc}_{\mathrm{A}_{i}^{f}}\left(l_{i}\right)\right\}\right)$.
Now, one can easily check that all the examples of Section 4.3 that are annotated in the successor algebra satisfy the above conditions.

## 9 Conclusion

We have presented a general termination criterion for the combination of $\beta$ reduction and user-defined rewrite rules, based on the use of type-checking and size-annotated types, for approximating a semantic notion of size defined by the user himself through the size annotations given to constructor symbols. This extends to rewriting-based function definitions and more general notions of size, an approach initiated by Hughes, Pareto and Sabry for function definitions based on a fixpoint combinator and case analysis HPS96.

First, we have shown that these termination conditions can be reduced to solving problems in the ordered algebra used for size annotations. Then, that the successor algebra (successor symbol with arbitrary constants) enjoys nice properties: decidability of the satisfiability of sets of inequations (in polynomial time), and existence and computability (in polynomial time) of a most general solution for satisfiable problems. As a consequence, we have a complete algorithm for checking the termination conditions in the successor algebra.

We have implemented a simple heuristic that turns this termination criterion into a fully automated termination prover for higher-order rewriting called HOT [Bla12], which tries to detect size-preserving functions and, following AA02, to find a lexicographic ordering on arguments. Combined with other (non-)termination techniques JO91, Bla00, BJO02, HOT won the 2012 international competition of termination provers [Ter] for higher-order rewriting against THOR BR14] and WANDA Kop15. It could be improved by replacing the lexicographic ordering by the size-change principle [LJBA01, Hyv14, and using abstract interpretations techniques for annotating function symbols TT00, CK01. A more complete (and perhaps more efficient) implementation would be obtained by expressing constraints as a SAT problem $\mathrm{FGM}^{+} 07$, BAC08, CGSKT11.

A natural following is to study other size algebra like the max-successor algebra (successor algebra extended with a max operator), the plus algebra (successor algebra extended with addition) or their combination, the max-plus algebra. Indeed, richer is the size algebra, more precise is the typing of function symbols, and more functions can be proved terminating. But, while the existence of a smallest solution and thus the completeness of the type-checking algorithm can probably be preserved with the max-successor algebra ( $a^{*} b$ is the smallest solution of $a x \oplus b \leq x$ BCOQ92), it will not probably be the case with the max-plus size algebra.

Following [BR06], it is also possible to consider full Presburger arithmetic Pre29] and handle conditional rewrite rules, by extending the system with explicit quantifiers and constraints on size variables, in the spirit of $\mathrm{HM}(\mathrm{X})$ [Sul01]. Simplification of constraints is then an important issue in practice Pot01.

We have presented this criterion in Church' simply typed $\lambda$-terms but, following Bla05b, it should be possible to extend it to richer type systems with polymorphic and dependent types. Similarly, we considered matching modulo $\alpha$-congruence only but, following [Bla15], it should be possible to extend it to rewriting modulo some equational theory and to rewriting on $\beta$-normal forms
with matching modulo $\beta \eta$ as used in Klop's combinatory reduction systems KvOvR93] or Nipkow's higher-order rewrite systems [MN98].

Another interesting extension would be to consider size-annotated types in the computability path ordering [BJR15], following Kamin and Lévy's extension of Dershowitz' recursive path ordering [Der79b, KL80], and Borralleras and Rubio's extension of Jouannaud and Okada's higher-order recursive path ordering [JR99, BR01.
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[^1]:    ${ }^{1}$ Arguments can be permuted if needed.

[^2]:    ${ }^{2}$ Note that $\left.\left.\varphi \sqsubseteq \psi \Rightarrow \varphi\right|_{V} \sqsubseteq \psi\right|_{V}$ does not hold in general. Take for instance the permutation of $x$ and $y$ for $\varphi$, its inverse for $\theta$, the identity for $\psi$, and $V=\{x\}$. Then, $\left.\left.\varphi\right|_{V} \mathbb{Z} \psi\right|_{V}$ since $\left.y \varphi\right|_{V} \theta=y \theta=x$ and $\left.y \psi\right|_{V}=y$.

